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2. For $y > 3/2$ we see that $y' > 0$ and thus $y(t)$ is increasing there. For $y < 3/2$ we have $y' < 0$ and thus $y(t)$ is decreasing there. Hence $y(t)$ diverges from $3/2$ as $t \to \infty$.

4. Observing the direction field, we see that for $y>-1/2$ we have $y'<0$, so the solution is decreasing here. Likewise, for $y<-1/2$ we have $y'>0$ and thus $y(t)$ is increasing here. Since the slopes get closer to zero as $y$ gets closer to $-1/2$, we conclude that $y \to -1/2$ as $t \to \infty$.

7. If all solutions approach 3, then 3 is the equilibrium solution and we want $\frac{dy}{dt} < 0$ for $y > 3$ and $\frac{dy}{dt} > 0$ for $y < 3$. Thus $\frac{dy}{dt} = 3-y$.

11. For $y = 0$ and $y = 4$ we have $y' = 0$ and thus $y = 0$ and $y = 4$ are equilibrium solutions. For $y > 4$, $y' < 0$ so if $y(0) > 4$ the solution approaches $y = 4$ from above. If $0 < y(0) < 4$, then $y' > 0$ and the solutions “grow” to $y = 4$ as $t \to \infty$. For $y(0) < 0$ we see that $y' < 0$ and the solutions diverge from 0.

13. Since $y' = y^2$, $y = 0$ is the equilibrium solution and $y' > 0$ for all $y$. Thus if $y(0) > 0$, solutions will diverge from 0 and if $y(0) < 0$, solutions will approach $y = 0$ as $t \to \infty$.

15a. Let $q(t)$ be the number of grams of the substance in the water at any time. Then $\frac{dq}{dt} = 300(0.01) - \frac{300q}{1,000,000} = 300(10^{-2} - 10^{-6}q)$.

15b. The equilibrium solution occurs when $q' = 0$, or $c = 10^4$gm, independent of the amount present at $t = 0$ (all solutions approach the equilibrium solution).
16. The D.E. expressing the evaporation is \( \frac{dv}{dt} = -aS, a > 0. \)

Now \( V = \frac{4}{3} \pi r^3 \) and \( S = 4\pi r^2 \), so \( S = 4\pi \left( \frac{3}{4\pi} \right)^{2/3} r^{2/3} \).

Thus \( \frac{dv}{dt} = -kV^{2/3}, \) for \( k > 0. \)

---

21.

22.

24.

---
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1b. \( \frac{dy}{dt} = -2y + 5 \) can be rewritten as \( \frac{dy}{y-5/2} = -2dt. \) Thus

\[ \ln|y-5/2| = -2t + c, \quad \text{or} \quad y-5/2 = ce^{-2t}. \quad y(0) = y_0 \text{ yields} \]

\[ c = y_0 - 5/2, \quad \text{so} \quad y = 5/2 + (y_0 - 5/2)e^{-2t}. \]

If \( y_0 > 5/2, \) the solution starts above the equilibrium solution and decreases exponentially and approaches 5/2 as \( t \to \infty \). Conversely, if \( y < 5/2, \) the solution starts below 5/2 and grows exponentially and approaches 5/2 from
4a. Rewrite Eq. (ii) as $\frac{dy}{dt} = a$ and thus $\ln|y| = at+c_1$; or $y = ce^{at}$.

4b. If $y = y_1(t) + k$, then $\frac{dy}{dt} = \frac{dy_1}{dt}$. Substituting both these into Eq. (i) we get $\frac{dy_1}{dt} = a(y_1+k) - b$. Since $\frac{dy_1}{dt} = ay_1$, this leaves $ak - b = 0$ and thus $k = b/a$. Hence $y = y_1(t) + b/a$ is the solution to Eq. (i).

6b. From Eq. (11) we have $p = 900 + ce^{t/2}$. If $p(0) = p_0$, then $c = p_0 - 900$ and thus $p = 900 + (p_0 - 900)e^{t/2}$. If $p_0 < 900$, this decreases, so if we set $p = 0$ and solve for $T$ (the time of extinction) we obtain $e^{T/2} = 900/(900-p_0)$, or $T = 2\ln[900/(900-p_0)]$.

8a. Use Eq. (26).

8b. Use Eq. (29).

10a. $\frac{dQ}{dt} = -rQ$ yields $\frac{dQ}{Q} = -r$, or $\ln|Q| = -rt + c_1$. Thus $Q = ce^{-rt}$ and $Q(0) = 100$ yields $c = 100$. Hence $Q = 100e^{-rt}$. Setting $t = 1$, we have $82.04 = 100e^{-r}$, which yields $r = .1980/\text{wk}$ or $r = .02828/\text{day}$.

13a. Rewrite the D.E. as $\frac{dQ}{dt} = -\frac{1}{Q-CV}$, thus upon integrating and simplifying we get $Q = De^{-t/CR} + CV$. $Q(0) = 0 \Rightarrow D = -CV$ and thus $Q(t) = CV(1 - e^{-t/CR})$.

13b. $\lim_{t \to \infty} Q(t) = CV$ since $\lim_{t \to \infty} e^{-t/CR} = 0$.

13c. In this case $R\frac{dQ}{dt} + \frac{Q}{C} = 0$, $Q(t_1) = CV$. The solution of this D.E. is $Q(t) = Ce^{-t/CR}$, so $Q(t_1) = Ce^{-t_1/CR} = CV$, or $E = CVe^{t_1/CR}$. Thus $Q(t) = CVe^{t_1/CR}e^{-t/CR} = CVe^{-(t-t_1)/CR}$. 

below as $t \to \infty$. 3
2. The D.E. is second order since there is a second derivative of \( y \) appearing in the equation. The equation is nonlinear due to the \( y^2 \) term (as well as due to the \( y^2 \) term multiplying the \( y'' \) term).

6. This is a third order D.E. since the highest derivative is \( y''' \) and it is linear since \( y \) and all its derivatives appear to the first power only. The terms \( t^2 \) and \( \cos^2 t \) do not affect the linearity of the D.E.

8. For \( y_1(t) = e^{-3t} \) we have \( y_1'(t) = -3e^{-3t} \) and \( y_1''(t) = 9e^{-3t} \). Substitution of these into the D.E. yields
\[
9e^{-3t} + 2(-3e^{-3t}) - 3(e^{-3t}) = (9-6-3)e^{-3t} = 0.
\]

14. Recall that if \( u(t) = \int_0^t f(s) ds \), then \( u'(t) = f(t) \).

16. Differentiating \( e^{rt} \) twice and substituting into the D.E. yields
\[
r^2 e^{rt} - e^{rt} = (r^2 - 1)e^{rt}.
\]
If \( y = e^{rt} \) is to be a solution of the D.E. then the last quantity must be zero for all \( t \). Thus \( r^2 - 1 = 0 \) since \( e^{rt} \) is never zero.

19. Differentiating \( t^r \) twice and substituting into the D.E. yields
\[
t^2 [r(r-1)t^{r-2}] + 4t[r^{r-1}] + 2t^r = [r^2 + 3r + 2]t^r.
\]
If \( y = t^r \) is to be a solution of the D.E., then the last term must be zero for all \( t \) and thus \( r^2 + 3r + 2 = 0 \).
22. The D.E. is second order since there are second partial derivatives of \( u(x,y) \) appearing. The D.E. is nonlinear due to the product of \( u(x,y) \) times \( u_x \) (or \( u_y \)).

26. Since \[
\frac{\partial u_1}{\partial t} = -\alpha e^{\alpha^2 t} \sin x \quad \text{and} \quad \frac{\partial^2 u_1}{\partial x^2} = -e^{\alpha^2 t} \sin x
\]

we have

\[
\alpha [-e^{\alpha^2 t} \sin x] = -\alpha e^{\alpha^2 t} \sin x, \quad \text{which is true for all \( t \) and \( x \).}
\]
CHAPTER 2
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1. \( \mu(t) = \exp(\int 3 \, dt) = e^{3t} \). Thus \( e^{3t}(y' + 3y) = e^{3t}(t + e^{-2t}) \) or \( \frac{d}{dt}(ye^{3t}) = te^{3t} + e^t \). Integration of both sides yields \( ye^{3t} = \frac{1}{3}te^{3t} - \frac{1}{9}e^{3t} + e^t + c \), and division by \( e^{3t} \) gives the general solution. Note that \( \int te^{3t} \, dt \) is evaluated by integration by parts, with \( u = t \) and \( dv = e^{3t} \, dt \).

2. \( \mu(t) = e^{-2t} \).

3. \( \mu(t) = e^t \).

4. \( \mu(t) = \exp(\int \frac{dt}{t}) = e^{\ln t} = t \), so \( ty' = 3t \cos 2t \), and integration by parts yields the general solution.

6. The equation must be divided by \( t \) so that it is in the form of Eq.(3): \( y' + \frac{2}{t}y = \frac{\sin t}{t} \). Thus \( \mu(t) = \exp(\int \frac{2 \, dt}{t}) = t^2 \), and \( t^2y' = t \sin t \). Integration then yields \( t^2y = -t \cos t + \sin t + c \).

7. \( \mu(t) = e^{t^2} \).

8. \( \mu(t) = \exp(\int \frac{4t \, dt}{1 + t^2}) = (1 + t^2)^{\frac{1}{2}} \).

11. \( \mu(t) = e^t \) so \( e^t y' = 5e^t \sin 2t \). To integrate the right side you can integrate by parts (twice), use an integral table, or use a symbolic computational software program to find \( e^t y = e^t(\sin 2t - 2 \cos 2t) + c \).

13. \( \mu(t) = e^{-t} \) and \( y = 2(t-1)e^{2t} + ce^t \). To find the value for \( c \), set \( t = 0 \) in \( y \) and equate to 1, the initial value of \( y \). Thus \(-2 + c = 1 \) and \( c = 3 \), which yields the solution of the given initial value problem.

15. \( \mu(t) = \exp(\int \frac{2 \, dt}{t}) = t^2 \) and \( y = t^2/4 - t/3 + 1/2 + c/t^2 \). Setting \( t = 1 \) and \( y = 1/2 \) we have \( c = 1/12 \).

18. \( \mu(t) = t^2 \). Thus \( (t^2y)' = tsint \) and \( t^2y = -t \cos t + \sin t + c \). Setting \( t = \pi/2 \) and \( y = 1 \) yields \( c = \pi^2/4 - 1 \).

20. \( \mu(t) = te^t \).
21b. $\mu(t) = e^{-t/2}$ so $(e^{-t/2}y)' = 2e^{-t/2}\cos t$. Integrating (see comments in #11) and dividing by $e^{-t/2}$ yields

$$y(t) = -\frac{4}{5}\cos t + \frac{8}{5}\sin t + ce^{-t/2}.$$ Thus $y(0) = -\frac{4}{5} + c = a$, or $c = a + \frac{4}{5}$ and $y(t) = -\frac{4}{5}\cos t + \frac{8}{5}\sin t + (a + \frac{4}{5})e^{-t/2}$.

If $(a + \frac{4}{5}) = 0$, then the solution is oscillatory for all $t$, while if $(a + \frac{4}{5}) \neq 0$, the solution is unbounded as $t \to \infty$. Thus $a_0 = -\frac{4}{5}$.

24b. $\mu(t) = \exp\left(\int \frac{2dt}{t}\right) = t^2$, so $(t^2y)' = \sin t$ and

$$y(t) = -\frac{\cos t}{t^2} + \frac{c}{t^2}. \text{ Setting } t = \frac{\pi}{2} \text{ yields}$$

$$\frac{4c}{\pi^2} = a \text{ or } c = \frac{a\pi^2}{4} \text{ and hence } y(t) = \frac{a\pi^2/4 - \cos t}{t^2}, \text{ which is unbounded as } t \to 0 \text{ unless } a\pi^2/4 = 1 \text{ or } a_0 = 4/\pi^2.$$

24c. For $a = 4/\pi^2$ $y(t) = \frac{1 - \cos t}{t^2}$. To find the limit as $t \to 0$ L’Hopital’s Rule must be used:

$$\lim_{t \to 0} \frac{\sin t}{t^2} = \lim_{t \to 0} \frac{\cos t}{2t} = \lim_{t \to 0} \frac{\frac{-\sin t}{2}}{2} = \frac{1}{2}.$$

28. $(e^{-t}y)' = e^{-t} + 3e^{-t}\sin t$ so

$$e^{-t}y = -e^{-t} - 3e^{-t}\left(\frac{\sin t + \cos t}{2}\right) + c \text{ or }$$

$$y(t) = -1 - \left(\frac{3}{2}\right)e^{-t}(\sin t + \cos t) + ce^t.$$

If $y(t)$ is to remain bounded, we must have $c = 0$. Thus $y(0) = -1 - \frac{3}{2} + c = y_0$ or $c = y_0 + \frac{5}{2} = 0$ and $y_0 = -\frac{5}{2}$. 
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30. \( \mu(t) = e^{at} \) so the D.E. can be written as 
\[ \left( e^{at}y \right)' = be^{at}e^{-\lambda t} = be^{(a-\lambda)t}. \] If \( a \neq \lambda \), then integration and solution for \( y \) yields 
\[ y = \left[ \frac{b}{(a-\lambda)} \right] e^{-\lambda t} + ce^{-at}. \] Then \( \lim_{x \to \infty} y \) is zero since both \( \lambda \) and \( a \) are positive numbers.

If \( a = \lambda \), then the D.E. becomes \( (e^{at}y)' = b \), which yields \( y = (bt+c)/e^{\lambda t} \) as the solution. L'Hôpital's Rule gives
\[ \lim_{t \to \infty} y = \lim_{t \to \infty} \frac{(bt+c)}{e^{\lambda t}} = \lim_{t \to \infty} \frac{b}{\lambda e^{\lambda t}} = 0. \]

32. There is no unique answer for this situation. One possible response is to assume \( y(t) = ce^{-2t} \), then
\[ y(t) = -2ce^{-2t} - 1 \] and thus \( y + 2y = 5 - 2t. \)

35. This problem demonstrates the central idea of the method of variation of parameters for the simplest case. The solution (ii) of the homogeneous D.E. is extended to the corresponding nonhomogeneous D.E. by replacing the constant \( A \) by a function \( A(t) \), as shown in (iii).

36. Assume \( y(t) = A(t)e^{(-2)dt} = A(t)e^{2t} \). Differentiating \( y(t) \) and substituting into the D.E. yields \( A'(t) = t^2 \) since the terms involving \( A(t) \) add to zero. Thus \( A(t) = t^3/3 + c \), which substituted into \( y(t) \) yields the solution.

37. \( y(t) = A(t)e^{(-1)\frac{dt}{t}} = A(t)/t. \)
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Problems 1 through 20 follow the pattern of the examples worked in this section. The first eight problems, however, do not have I.C. so the integration constant, \( c \), cannot be found.

1. Write the equation in the form \( ydy = x^2dx \). Integrating the left side with respect to \( y \) and the right side with respect to \( x \) yields
\[ \frac{y^2}{2} = \frac{x^3}{3} + C, \text{ or } 3y^2 - 2x^3 = c. \]

4. For \( y \neq -3/2 \) multiply both sides of the equation by \( 3 + 2y \) to get the separated equation
\[ (3+2y)dy = (3x^2-1)dx. \] Integration then yields
3y + y^2 = x^3 - x + c.

6. We need x ≠ 0 and |y| < 1 for this problem to be defined. Separating the variables we get (1-y^3)^{-1/2}dy = x^{-1}dx. Integrating each side yields arcsiny = ln|x| + c, so y = sin(ln|x| + c), x ≠ 0 (note that |y| < 1). Also, y = ± 1 satisfy the D.E., since both sides are zero.

10a. Separating the variables we get ydy = (1-2x)dx, so
\[
\frac{y^2}{2} = x - x^2 + c.
\]
Setting x = 0 and y = -2 we have 2 = c and thus y^2 = 2x - 2x^2 + or y = \sqrt{2x - 2x^2 + 4}. The negative square root must be used since y(0) = -2.

10c. Rewriting y(x) as \(-\sqrt{2(2-x)(x+1)}\), we see that y is defined for -1 ≤ x ≤ 2. However, since y’ does not exist for x = -1 or x = 2, the solution is valid only for the open interval -1 < x < 2.

13. Separate variables by factoring the denominator of the right side to get ydy = \frac{2x}{1+x^2} dx. Integration yields
\[
y^2/2 = \ln(1+x^2) + c \text{ and use of the I.C. gives } c = 2. \text{ Thus } y = \pm \sqrt{2\ln(1+x^2)+4}^{1/2}, \text{ but we must discard the plus square root because of the I.C. Since } 1 + x^2 > 0, \text{ the solution is valid for all } x.
\]

15. Separating variables and integrating yields
\[
y + y^2 = x^2 + c. \text{ Setting } y = 0 \text{ when } x = 2 \text{ yields } c = -4 \text{ or } y^2 + y = x^2 - 4. \text{ To solve for } y \text{ complete the square on the left side by adding 1/4 to both sides. This yields }
\]
\[
y^2 + y + \frac{1}{4} = x^2 - 4 + \frac{1}{4} \text{ or } (y + \frac{1}{2})^2 = x^2 - 15/4. \text{ Taking the square root of both sides yields }
\]
y + \frac{1}{2} = ±\sqrt{x^2 - 15/4}, \text{ where the positive square root must be taken in order to satisfy the I.C. Thus }
y = -\frac{1}{2} + \sqrt{x^2 - 15/4}, \text{ which is defined for } x^2 ≥ 15/4 \text{ or }x ≥ \sqrt{15}/2. \text{ The possibility that } x < -\sqrt{15}/2 \text{ is discarded due to the I.C.}

17a. Separating variables gives (2y-5)dy = (3x^2-e^x)dx and
integration then gives \( y^2 - 5y = x^3 - e^x + c \). Setting 
\( x = 0 \) and \( y = 1 \) we have \( 1 - 5 = 0 - 1 + c \), or \( c = -3 \).
Thus \( y^2 - 5y - (x^3 - e^x - 3) = 0 \) and using the quadratic formula then gives
\[
 y(x) = \frac{5 \pm \sqrt{25+4(x^3-e^x-3)}}{2} = \frac{5}{2} - \sqrt{\frac{13}{4} + x^3 - e^x}. 
\]
The negative square root is chosen due to the I.C.

17c. The interval of definition for \( y \) must be found numerically. Approximate values can be found by plotting
\( y_1(x) = \frac{13}{4} + x^3 \) and \( y_2(x) = e^x \) and noting the values of \( x \) where the two curves cross.

19a. As above we start with \( \cos 3y \, dy = -\sin 2x \, dx \) and integrate
to get \( \frac{1}{3} \sin 3y = \frac{1}{2} \cos 2x + c \). Setting \( y = \pi/3 \) when
\( x = \pi/2 \) (from the I.C.) we find that \( 0 = -\frac{1}{2} + c \) or
\( c = \frac{1}{2} \), so that \( \frac{1}{3} \sin 3y = \frac{1}{2} \cos 2x + \frac{1}{2} = \cos^2 x \) (using the
appropriate trigonometric identity). To solve for \( y \) we
must choose the branch that passes through the point
\( (\pi/2, \pi/3) \) and thus \( 3y = \pi - \arcsin(3\cos^2 x) \), or
\( y = \frac{\pi}{3} - \frac{1}{3} \arcsin(3\cos^2 x) \).

19c. The solution in part a is defined only for
\( 0 \leq 3\cos^2 x \leq 1 \), or \( -\sqrt{1/3} \leq \cos x \leq \sqrt{1/3} \). Taking the
indicated square roots and then finding the inverse
cosine of each side yields \( .9553 \leq x \leq 2.1863 \), or
\( |x-\pi/2| \leq 0.6155 \), as the approximate interval.

21. We have \( (3y^2-6y) \, dy = (1+3x^2) \, dx \) so that \( y^3 - 3y^2 = \)
x + x^3 - 2, once the I.C. are used. From the D.E., the
integral curve will have a vertical tangent when
\( 3y^2 - 6y = 0 \), or \( y = 0,2 \). For \( y = 0 \) we have
\( x^3 + x - 2 = 0 \), which is satisfied for \( x = 1 \), which is
the only zero of the function \( w = x^3 + x - 2 \). Likewise,
for \( y = 2, x = -1 \).

23. Separating variables gives \( y^{-2} \, dy = (2+x) \, dx \), so
\[-y^{-1} = 2x + \frac{x^2}{2} + c. \ y(0) = 1 \text{ yields } c = -1 \text{ and thus }\]
\[y = \frac{-1}{\frac{x^2}{2} + 2x - 1} = \frac{2}{2 - 4x - x^2}. \text{ This gives }\]
\[\frac{dy}{dx} = \frac{8 + 4x}{(2-4x-x^2)^2}, \text{ so the minimum value is attained at } x = -2. \text{ Note that the solution is defined for } -2 - \sqrt{6} < x < -2 + \sqrt{6} \text{ (by finding the zeros of the denominator) and has vertical asymptotes at the end points of the interval.}\]

25. Separating variables and integrating yields \(3y + y^2 = \sin 2x + c. \ y(0) = -1 \text{ gives } c = -2 \text{ so that }\]
\[y^2 + 3y + (2\sin 2x) = 0. \text{ The quadratic formula then gives } y = -\frac{3}{2} + \sqrt{\sin 2x + 1/4}, \text{ which is defined for }\]
\[-0.126 < x < 1.697 \text{ (found by solving } \sin 2x = -0.25 \text{ for } x \text{ and noting } x = 0 \text{ is the initial point). Thus we have }\]
\[\frac{dy}{dx} = \frac{\cos 2x}{(\sin 2x + \frac{1}{4})}, \text{ which yields } x = \pi/4 \text{ as the only critical point in the above interval. Using the second derivative test or graphing the solution clearly indicates the critical point is a maximum.}\]

27a. By sketching the direction field and using the D.E. we note that \(y' < 0 \text{ for } y > 4 \text{ and } y' \text{ approaches zero as } y \text{ approaches 4. For } 0 < y < 4, \ y' > 0 \text{ and again approaches zero as } y \text{ approaches 4. Thus } \lim_{t \to \infty} y = 4 \text{ if } y_0 > 0. \text{ For } y_0 < 0, \ y' < 0 \text{ for all } y \text{ and hence } y \text{ becomes negatively unbounded } (-\infty) \text{ as } t \text{ increases. If } y_0 = 0, \text{ then } y' = 0 \text{ for all } t, \text{ so } y = 0 \text{ for all } t. \]

27b. Separating variables and using a partial fraction expansion we have \(\left(\frac{1}{y} - \frac{1}{y-4}\right)dy = \frac{4}{3}dt. \text{ Hence }\]
\[\ln\left|\frac{y}{y-4}\right| = \frac{2}{3}t^2 + c_1 \text{ and thus } \left|\frac{y}{y-4}\right| = e^{c_1}e^{\frac{2t^2}{3}} = ce^{\frac{2t^2}{3}}, \text{ where } c \text{ is positive. For } y_0 = 0.5 \text{ this becomes }\]
\[\frac{y}{4-y} = ce^{\frac{2t^2}{3}} \text{ and thus } c = \frac{0.5}{3.5} = \frac{1}{7}. \text{ Using this value }\]
for \( c \) and solving for \( y \) yields 
\[
y(t) = \frac{4}{1 + 7e^{-2t^{2/3}}}. 
\]
Setting this equal to 3.98 and solving for \( t \) yields
\( t = 3.29527 \).

29. Separating variables yields 
\[
\frac{cy+d}{ay+b} \, dy = dx. 
\]
If \( a \neq 0 \) and \( ay+b \neq 0 \) then 
\[
dx = \left( \frac{c - ad-bc}{a + a(ay+b)} \right) dy. 
\]
Integration then yields the desired answer.

30c. If \( v = y/x \) then \( y = vx \) and 
\[
\frac{dy}{dx} = v + x \frac{dv}{dx} 
\]
and thus the D.E. becomes 
\[
v + x\frac{dv}{dx} = \frac{v-4}{1-v}. 
\]
Subtracting \( v \) from both sides yields 
\[
x \frac{dv}{dx} = \frac{v^2-4}{1-v}. 
\]

30d. The last equation in (c) separates into 
\[
\frac{1-v}{v^2-4} \, dv = \frac{1}{x} \, dx. 
\]
To integrate the left side use partial fractions to write 
\[
\frac{1-v}{v^2-4} = \frac{A}{v-2} + \frac{B}{v+2}, 
\]
which yields \( A = -1/4 \) and \( B = -3/4 \).
Integration then gives 
\[
\frac{1}{4} \ln|v-2| - \frac{3}{4} \ln|v+2| = \ln|x| - k, 
\]
or
\[
\ln|x^4||v-2||v+2|^3 = 4k 
\]
after manipulations using properties of the ln function.

31a. Simplifying the right side of the D.E. gives 
\[
\frac{dy}{dx} = 1 + (y/x) + (y/x)^2 
\]
so the equation is homogeneous.

31b. The substitution \( y = vx \) leads to 
\[
v + x \frac{dv}{dx} = 1 + v + v^2 
\]
or 
\[
\frac{dv}{1 + v^2} = \frac{dx}{x}. 
\]
Solving, we get 
\[
\arctan v = \ln|x| + c. 
\]
Substituting for \( v \) we obtain 
\[
\arctan(y/x) - \ln|x| = c. 
\]

33b. Dividing the numerator and denominator of the right side by \( x \) and substituting \( y = vx \) we get 
\[
\frac{dv}{dx} = \frac{4v - 3}{2-v} 
\]
which can be rewritten as 
\[
\frac{dv}{dx} = \frac{v^2 + 2v - 3}{2 - v}. 
\]
Note that \( v = -3 \) and \( v = 1 \) are solutions of this equation. For \( v \neq 1, -3 \) separating variables gives
\[ \frac{2 - v}{(v+3)(v-1)} \, dv = \frac{1}{x} \, dx. \] Applying a partial fraction decomposition to the left side we obtain
\[ \frac{1}{4} \frac{1}{v-1} - \frac{5}{4} \frac{1}{v+3} \, \frac{dx}{x}, \] and upon integrating both sides we find that
\[ \frac{1}{4} \ln|v-1| - \frac{5}{4} \ln|v+3| = \ln|x| + c. \]
Substituting for \( v \) and performing some algebraic manipulations we get the solution in the implicit form
\[ |y-x| = c|y+3x|^{5}. \] \( v = 1 \) and \( v = -3 \) yield \( y = x \) and \( y = -3x \), respectively, as solutions also.

35b. As in Prob. 33, substituting \( y = vx \) into the D.E. we get
\[ v + x \frac{dv}{dx} = \frac{1+3v}{1-v}, \quad \text{or} \quad x \frac{dv}{dx} = \frac{(v+1)^2}{1-v}. \] Note that \( v = -1 \) (or \( y = -x \)) satisfies this D.E. Separating variables yields
\[ \frac{1-v}{(v+1)^2} \, dv = \frac{dx}{x}. \] Integrating the left side by parts we obtain
\[ \frac{v-1}{v+1} - \ln|v+1| = \ln|x| + c. \] Letting \( v = \frac{y}{x} \) then
\[ \frac{y-x}{y+x} \ln|\frac{y+x}{x}| = \ln|x| + c, \quad \text{or} \quad \frac{y-x}{y+x} - \ln|y+x| = c. \] This answer differs from that in the text. The answer in the text can be obtained by integrating the left side, above, using partial fractions. By differentiating both answers, it can be verified that indeed both forms satisfy the D.E.
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1. Note that \( q(0) = 200 \) gm, where \( q(t) \) represents the amount of dye present at any time.

2. Let \( S(t) \) be the amount of salt that is present at any time \( t \), then \( S(0) = 0 \) is the original amount of salt in the tank, \( 2 \) is the amount of salt entering per minute, and \( 2(S/120) \) is the amount of salt leaving per minute (all amounts measured in grams). Thus
\[ \frac{dS}{dt} = 2 - 2S/120, \quad S(0) = 0. \]

3. We must first find the amount of salt that is present after 10 minutes. For the first 10 minutes (if we let \( Q(t) \) be the amount of salt in the tank):
\[ = (2) - 2, \quad Q(0) = 0. \] This I.V.P. has the solution: \( Q(10) = 50(1-) \) 9.063 lbs. of salt in the tank after the first 10
minutes. At this point no more salt is allowed to enter, so the new I.V.P. (letting \( P(t) \) be the amount of salt in the tank) is:
\[
\frac{dP}{dt} = (0)(2) - 2,
\]
\[
P(0) = Q(10) = 9.063.
\]
The solution of this problem is \( P(t) = 9.063 \), which yields \( P(10) = 7.42 \) lbs.

4. Salt flows into the tank at the rate of \( (1)(3) \) lb/min. and it flows out of the tank at the rate of \( (2) \) lb/min. since the volume of water in the tank at any time \( t \) is \( 200 + (1)(t) \) gallons (due to the fact that water flows into the tank faster than it flows out). Thus the I.V.P. is \( \frac{dQ}{dt} = 3 - Q(t) \), \( Q(0) = 100 \).

7a. Set \( \alpha = 0 \) in Eq.(16) (or solve Eq.(15) with \( S(0) = 0 \)).

7b. Set \( r = .075 \), \( t = 40 \) and \( S(t) = \$1,000,000 \) in the answer to (a) and then solve for \( k \).

7c. Set \( k = \$2,000 \), \( t = 40 \) and \( S(t) = \$1,000,000 \) in the answer to (a) and then solve numerically for \( r \).

9. The rate of accumulation due to interest is \( .1S \) and the rate of decrease is \( k \) dollars per year and thus
\[
\frac{dS}{dt} = .1S - k,
\]
\[
S(0) = \$8,000.
\]
Solving this for \( S(t) \) yields \( S(t) = 8000 - 10k(-1) \). Setting \( S = 0 \) and substitution of \( t = 3 \) gives \( k = \$3,086.64 \) per year. For 3 years this totals \$9,259.92, so \$1,259.92 has been paid in interest.

10. Since we are assuming continuity, either convert the monthly payment into an annual payment or convert the yearly interest rate into a monthly interest rate for 240 months. Then proceed as in Prob. 9.

12a. Using Eq. (15) we have \( - S = 800(1) \) or
\[
S (800t), S(0) = 100,000.
\]
Using an integrating factor and integration by parts (or using a D.E. solver) we get \( S(t) \) c. Using the I.C. yields c . Substituting this value into \( S \), setting \( S(t) = 0 \), and solving numerically for \( t \) yields \( t = 135.363 \) months.

16a. This problem can be done numerically using appropriate D.E. solver software. Analytically we have
\[
\frac{.1.2\sin t}{dt} \text{ by separating variables and thus}
\]
y(t) cexp(.1t.2cost). y(0) 1 gives c , so
\[
y(t) \exp(.2.1t.2cost). \text{ Setting } y = 2 \text{ yields}
\]
\[
\ln 2 .2 .1 .2\cos, \text{ which can be solved numerically to give}
\]
\[
2.9632.
\]
If \( y(0) \), then as above,
\[
y(t) \exp(.2.1t.2cost). \text{ Thus if we set } y = 2 \text{ we get the}
same numerical equation for $k$ and hence the doubling time has not changed.

18. From Eq.(26) we have $19 = 7 + (20-7)$ or $k = \ln(\frac{13}{12})$. Hence if $(T) = 15$ we get: $15 = 7 + 13$. Solving for $T$ yields $T = \ln(\frac{8}{13})/\ln(\frac{13}{12}) = \ln(\frac{13}{8})/\ln(\frac{13}{12})$ min.

19. Hint: Let $Q(t)$ be the quantity of carbon monoxide in the room at any time $t$. Then the concentration is given by $x(t) = \frac{Q(t)}{1200}$.

20a. The required I.V.P. is $\frac{dQ}{dt} = kr + P - r$, $Q(0) = V$. Since $c = Q(t)/V$, the I.V.P. may be rewritten $Vc(t) = kr + P - rc$, $c(0) = \$, which has the solution $c(t) = k + ( - k - )$.

20b. Set $k = 0$, $P = 0$, $t = T$ and $c(T) = .5$ in the solution found in (a).

21a. If we measure $x$ positively upward from the ground, then Eq.(4) of Section 1.1 becomes $m = -mg$, since there is no air resistance. Thus the I.V.P. for $v(t)$ is $\frac{dv}{dt} = -g$, $v(0) = 20$. Hence $v(t) = 20 - gt$ and $x(t) = 20t - (g/2) + c$. Since $x(0) = 30$, $c = 30$ and $x(t) = 20t - (g/2)t^2 + 30$. At the maximum height $v(t_m) = 0$ and thus $t_m = 20/9.8 = 2.04$ sec., which when substituted in the equation for $x(t)$ yields the maximum height.

21b. At the ground $x(t_g) = 0$ and thus $20t_g - 4.9t_g^2 + 30 = 0$.

22. The I.V.P. in this case is $m \frac{dv}{dt} = mg - .75v$, $v(0) = 0$ and $v$ is measured positively downward. Since $m = 180/32$, the D.E. becomes $\frac{dv}{dt} = 32 - \frac{2}{15}v$ and thus $v(t) = 240(1-e^{-2t/15})$ so that $v(10) = 176.7$ ft/sec.

24a. The I.V.P. is $m \frac{dv}{dt} = mg - \frac{75}{100}v$, $v(0) = 0$ and $v$ is measured positively downward. Since $m = 180/32$, the D.E. becomes $\frac{dv}{dt} = 32 - \frac{2}{15}v$ and thus $v(t) = 240(1-e^{-2t/15})$ so that $v(10) = 176.7$ ft/sec.

24b. Integration of $v(t)$ as found in (a) yields $x(t) = 240t + 1800(e^{-2t/15} - 1)$ where $x$ is measured positively down from the altitude of 5000 feet. Set
\( t = 10 \) to find the distance traveled when the parachute opens.

24c. After the parachute opens the I.V.P. is \( m \frac{dv}{dt} = mg - 12v \),
\[ v(0) = 176.7, \text{ which has the solution} \]
\[ v(t) = 161.7e^{-32t/15} + 15 \]
and where \( t = 0 \) now represents the time the parachute opens. Letting \( t \to \infty \) yields the limiting velocity.

24d. Integrate \( v(t) \) as found in (c) to find
\[ x(t) = 15t - 75.8e^{-32t/15} + C_2. \]
where \( t = 0 \) now being measured from the point where the parachute opens. Setting \( x = 3925.5 \) will then yield the length of time the skydiver is in the air after the parachute opens.

26a. Again, if \( x \) is measured positively upward, then Eq. (4) of Sect. 1.1 becomes
\[ m \frac{dv}{dx} = -mg - kv. \]

26b. From part (a) \( v(t) = -\frac{mg}{k} + \left[v_0 + \frac{mg}{k}\right]e^{-kt/m} \). As \( k \to 0 \)
this has the indeterminant form of \( -\infty + \infty \). Thus rewrite \( v(t) = \frac{-mg + (v_0k + mg)e^{-kt/m}}{k} \) which has the indeterminant form of \( 0/0 \), as \( k \to 0 \) and hence L’Hopital’s Rule may be applied with \( k \) as the variable.

27a. The equation of motion is \( m\frac{dv}{dt} = w - R - B \) which, in this problem, is
\[ \frac{4}{3} \pi a^3 \rho \frac{dv}{dt} = \frac{4}{3} \pi a^3 \rho g - 6 \mu a v - \frac{4}{3} \pi a^3 \rho' g. \]
The limiting velocity occurs when \( \frac{dv}{dt} = 0 \).

27b. Since the droplet is motionless, \( v = \frac{dv}{dt} = 0 \), we have
the equation of motion \( 0 = \frac{4}{3} \pi a^3 \rho g - \frac{4}{3} \pi a^3 \rho' g \),
where \( \rho \) is the density of the oil and \( \rho' \) is the density of air. Solving for \( e \) yields the answer.

28. All three parts can be answered from one solution if \( k \)
represents the resistance and if the method of solution of Example 4 is used. Thus we have
\[ m \frac{dv}{dt} = mv \frac{dv}{dx} = mg - kv, \text{ } v(0) = 0, \text{ where we have assumed the velocity is a function of } x. \text{ The solution of this} \]
I.V.P. involves a logarithmic term, and thus the answers to parts (a) and (c) must be found using a numerical procedure.

29b. Note that 32 ft/sec² = 78,545 m/hr².

30. This problem is the same as Example 4 through Eq. (29).

In this case the I.C. is \( v(\xi R) = v_o, \) so \( c = \frac{v_o^2}{2} - \frac{gR}{1+\xi}. \)

The escape velocity, \( v_e, \) is found by noting that \( v_e^2 \geq \frac{2gR}{1+\xi} \)
in order for \( v^2 \) to always be positive. From Example 4, the escape velocity for a surface launch is \( v_e(0) = \sqrt{2gR}. \) We want the escape velocity of \( x_o = \xi R \)
to have the relation \( v_e(\xi R) = 0.85v_e(0), \) which yields
\[ \xi = (0.85)^{-2} - 1 \approx 0.384. \]
If \( R = 4000 \text{ miles} \) then \( x_o = \xi R = 1536 \text{ miles}. \)

31b. From part a) \( \frac{dx}{dt} = v = u\cos A \) and hence
\[ x(t) = (u\cos A)t + d_1. \]
Since \( x(0) = 0, \) we have \( d_1 = 0 \) and \( x(t) = (u\cos A)t. \)
Likewise \( \frac{dy}{dt} = -gt + usinA \) and therefore \( y(t) = -gt^2/2 + (usinA)t + d_2. \)
Since \( y(0) = h \) we have \( d_2 = h \) and \( y(t) = -gt^2/2 + (usinA)t + h. \)

31d. Let \( t_w \) be the time the ball reaches the wall. Then
\[ x(t_w) = L = (u\cos A)t_w \]
and thus \( t_w = \frac{L}{u\cos A}. \) For the ball to clear the wall \( y(t_w) \geq H \) and thus (setting \( t_w = \frac{L}{u\cos A}, \) \( g = 32 \) and \( h = 3 \) in \( y \) we get
\[ \frac{-16L^2}{u^2\cos^2 A} +Lt\tan A + 3 \geq H. \]

31e. Setting \( L = 350 \) and \( H = 10 \) we get \( \frac{-161.98}{\cos^2 A} + 350 \sin A \geq 7 \)
or \( 7\cos^2 A - 350\cos A \sin A + 161.98 \leq 0. \) This can be solved numerically or by plotting the left side as a function of \( A \) and finding where the zero crossings are.

31f. Setting \( L = 350, \) and \( H = 10 \) in the answer to part d
yields \(-16(350)^2 + 350\tan A = 7\), where we have chosen the equality sign since we want to just clear the wall. Solving for \(u^2\) we get \(u^2 = \frac{1,960,000}{175\sin 2A - 7\cos 2A}\). Now \(u\) will have a minimum when the denominator has a maximum. Thus \(350\cos 2A + 7\sin 2A = 0\), or \(\tan 2A = -50\), which yields \(A = 0.7954\) rad. and \(u = 106.89\) ft./sec.
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1. If the equation is written in the form of Eq. (1), then \(p(t) = \frac{\ln t}{t-3}\) and \(g(t) = \frac{2t}{t-3}\). These are defined and continuous on the intervals \((0, 3)\) and \((3, \infty)\), but since the initial point is \(t = 1\), the solution will be continuous on \(0 < t < 3\).

4. \(p(t) = \frac{2t}{(2-t)(2+t)}\) and \(g(t) = \frac{3t^2}{(2-t)(2+t)}\).

8. Theorem 2.4.2 guarantees a unique solution to the D.E. through any point \((t_0, y_0)\) such that \(t_0^2 + y_0^2 < 1\) since \(\frac{\partial f}{\partial y} = -y(1-t^2-y^2)^{1/2}\) is defined and continuous only for \(1-t^2-y^2 > 0\). Note also that \(f = (1-t^2-y^2)^{1/2}\) is defined and continuous in this region as well as on the boundary \(t^2+y^2 = 1\). The boundary can’t be included in the final region due to the discontinuity of \(\frac{\partial f}{\partial y}\) there.

11. In this case \(f = \frac{1+t^2}{y(3-y)}\) and \(\frac{\partial f}{\partial y} = \frac{1+t^2}{y(3-y)^2} - \frac{1+t^2}{y^2(3-y)}\), which are both continuous everywhere except for \(y = 0\) and \(y = 3\).

13. The D.E. may be written as \(y'dy = -4tdt\) so that \(\frac{y^2}{2} = -2t^2 + c\), or \(y^2 = c - 4t^2\). The I.C. then yields \(y_0^2 = c\), so that \(y^2 = y_0^2 - 4t^2\) or \(y = \pm \sqrt{y_0^2 - 4t^2}\), which is defined for \(4t^2 < y_0^2\) or \(|t| < |y_0|/2\). Note that \(y_0 \neq 0\) since Theorem 2.4.2 does not hold there.

17. From the direction field and the given D.E. it is noted that for \(t > 0\) and \(y < 0\) that \(y' < 0\), so \(y \to -\infty\) for \(y_0 < 0\). Likewise, for \(0 < y_0 < 3\), \(y' > 0\) and \(y' \to 0\) as
y \to 3, \text{ so } y \to 3 \text{ for } 0 < y_0 < 3 \text{ and for } y_0 > 3, y' < 0\text{ and again } y' \to 0 \text{ as } y \to 3, \text{ so } y \to 3 \text{ for } y_0 > 3. \text{ For } y_0 = 3, y' = 0 \text{ and } y = 3 \text{ for all } t\text{ and for } y_0 = 0, y' = 0 \text{ and } y = 0 \text{ for all } t.

22a. For } y_1 = 1-t, \ y_1' = -1 = \frac{-t+[t^2+4(1-t)]^{1/2}}{2} = \frac{-t+[(t-2)^2]^{1/2}}{2} = \frac{-t+|t-2|}{2} = -1 \text{ if } (t-2) \geq 0, \text{ by the definition of absolute value. Setting } t = 2 \text{ in } y_1 \text{ we get } y_1(2) = -1, \text{ as required.}

22b. By Theorem 2.4.2 we are guaranteed a unique solution only where } f(t,y) = \frac{-t+(t^2+4y)^{1/2}}{2} \text{ and } f_y(t,y) = (t^2+4y)^{-1/2} \text{ are continuous. In this case the initial point } (2,-1) \text{ lies in the region } t^2 + 4y \leq 0, \text{ in which case } \frac{\partial f}{\partial y} \text{ is not continuous and hence the theorem is not applicable and there is no contradiction.}

22c. If } y = y_2(t) \text{ then we must have } ct + c^2 = -t^2/4, \text{ which is not possible since } c \text{ must be a constant.}

23a. To show that } \phi(t) = e^{2t} \text{ is a solution of the D.E., take its derivative and substitute into the D.E.}

24. \ [c \phi(t)]' + p(t)[c\phi(t)] = c[\phi'(t) + p(t)\phi(t)] = 0 \text{ since } \phi(t) \text{ satisfies the given D.E.}

25. \ [y_1(t) + y_2(t)]' + p(t)[y_1(t) + y_2(t)] = \ y_1'(t) + p(t)y_1(t) + y_2'(t) + p(t)y_2(t) = 0 + g(t).

27a. For } n = 0,1, \text{ the D.E. is linear and Eqs.(3) and (4) apply.}

27b. Let } v = y^{1-n} \text{ then } \frac{dv}{dt} = (1-n)y^{-n}\frac{dy}{dt} \text{ so } \frac{dy}{dt} = \frac{1}{1-n}y^n\frac{dv}{dt}, \text{ which makes sense when } n \neq 0,1. \text{ Substituting into the D.E. yields } \frac{y^n}{1-n}\frac{dv}{dt} + p(t)y = q(t)y^n \text{ or}
\[ v' + (1-n)p(t)y^{1-n} = (1-n)q(t). \] Setting \( v = y^{1-n} \) then yields a linear D.E. for \( v \).

28. \( n = 3 \) so \( v = y^{-2} \) and \( \frac{dv}{dt} = -2y^{-3}\frac{dy}{dt} \) or \( \frac{dy}{dt} = \frac{1}{2}y^{3}\frac{dv}{dt} \).

Substituting this into the D.E. gives

\[ \frac{-1}{2}y^3\frac{dv}{dt} + \frac{2}{t}y = \frac{1}{t^2}y^3. \]

Simplifying and setting \( y^{-2} = v \) then gives the linear D.E.

\[ v' - \frac{4}{t}v = -\frac{2}{t^2}, \] where \( \mu(t) = \frac{1}{t^4} \) and

\[ v(t) = ct^4 + \frac{2}{5t} = \frac{2+5ct^5}{5t}. \]
Thus \( y = \pm\left[5t/(2+5ct^5)\right]^{1/2} \).

29. \( n = 2 \) so \( v = y^{-1} \) and \( \frac{dv}{dt} = -y^2\frac{dy}{dt} \). Thus the D.E.

becomes \( -y^2\frac{dv}{dt} - ry = -ky^2 \) or \( \frac{dv}{dt} + rv = k. \) Hence

\( \mu(t) = e^{rt} \) and \( v = k/r + ce^{-rt} \). Setting \( v = 1/y \) then yields the solution.

32. Since \( g(t) \) is continuous on the interval 
\[ 0 \leq t \leq 1 \] we may solve the I.V.P.

\[ y_1' + 2y_1 = 1, \quad y_1(0) = 0 \]
on that interval to obtain

\[ y_1 = 1/2 - (1/2)e^{-2t}, \quad 0 \leq t \leq 1. \]
\( g(t) \) is also continuous for \( 1 < t \); and hence we may solve \( y_2' + 2y_2 = 0 \) to obtain

\( y_2 = ce^{-2t}, \quad 1 < t. \) The solution \( y \) of the original I.V.P.
must be continuous (since its derivative must exist) and hence we need \( c \) in \( y_2 \) so that \( y_2 \) at 1 has the same value as \( y_1 \) at 1. Thus

\( ce^{-2} = 1/2 - e^{-2}/2 \) or \( c = (1/2)(e^2-1) \) and we obtain

\[ y = \begin{cases} 
1/2 - (1/2)e^{-2t} & 0 \leq t \leq 1 \\
1/2(e^2-1)e^{-2t} & 1 \leq t 
\end{cases} \]

and

\[ y' = \begin{cases} 
e^{-2t} & 0 \leq t \leq 1 \\
(1-e^2)e^{-2t} & 1 < t. 
\end{cases} \]

Evaluating the two parts of \( y' \) at \( t_0 = 1 \) we see that they are different, and hence \( y' \) is not continuous at \( t_0 = 1. \)
Problems 1 through 13 follow the pattern illustrated in Fig. 2.5.3 and the discussion following Eq. (11).

3. The critical points are found by setting \( \frac{dy}{dt} \) equal to zero. Thus \( y = 0, 1, 2 \) are the critical points. The graph of \( y(y-1)(y-2) \) is positive for \( 0 < y < 1 \) and \( 2 < y \) and negative for \( 1 < y < 2 \). Thus \( y(t) \) is increasing \( \frac{dy}{dt} > 0 \) for \( 0 < y < 1 \) and \( 2 < y \) and decreasing \( \frac{dy}{dt} < 0 \) for \( 1 < y < 2 \). Therefore 0 and 2 are unstable critical points while 1 is an asymptotically stable critical point.

6. \( \frac{dy}{dt} \) is zero only when \( \arctan(y) \) is zero (i.e., \( y = 0 \)). \( \frac{dy}{dt} > 0 \) for \( y < 0 \) and \( \frac{dy}{dt} < 0 \) for \( y > 0 \). Thus \( y = 0 \) is an asymptotically stable critical point.

7c. Separate variables to get \( \frac{dy}{(1-y)^2} = kt \). Integration yields \( \frac{1}{1-y} = kt + c \), or \( y = 1 - \frac{1}{kt + c} = \frac{kt + c - 1}{kt + c} \).

Setting \( t = 0 \) and \( y(0) = y_0 \) yields \( y_0 = \frac{c-1}{c} \) or \( c = \frac{1}{1-y_0} \). Hence \( y(t) = \frac{(1-y_0)kt + y_0}{(1-y_0)kt + 1} \). Note that for \( y_0 < 1 \ y \to (1-y_0)k/(1-y_0)k = 1 \) as \( t \to \infty \). For \( y_0 > 1 \) notice that the denominator will have a zero for some value of \( t \), depending on the values chosen for \( y_0 \) and \( k \). Thus the solution has a discontinuity at that point.

9. Setting \( \frac{dy}{dt} = 0 \) we find \( y = 0, \pm 1 \) are the critical points. Since \( \frac{dy}{dt} > 0 \) for \( y < -1 \) and \( y > 1 \) while \( \frac{dy}{dt} < 0 \) for \( -1 < y < 1 \) we may conclude that \( y = -1 \) is asymptotically stable, \( y = 0 \) is semistable, and \( y = 1 \) is unstable.
11. \( y = \frac{b^2}{a^2} \) and \( y = 0 \) are the only critical points. For
\[ 0 < y < \frac{b^2}{a^2}, \quad \frac{dy}{dt} < 0 \] and thus \( y = 0 \) is asymptotically stable. For \( y > \frac{b^2}{a^2} \), \( \frac{dy}{dt} > 0 \) and thus \( y = \frac{b^2}{a^2} \) is unstable.

14. If \( f'(y_1) < 0 \) then the slope of \( f \) is negative at \( y_1 \) and thus \( f(y) > 0 \) for \( y < y_1 \) and \( f(y) < 0 \) for \( y > y_1 \) since \( f(y_1) = 0 \). Hence \( y_1 \) is an asymptotically stable critical point. A similar argument will yield the result for \( f'(y_1) > 0 \).

16b. By taking the derivative of \( y \ln(K/y) \) it can be shown that the graph of \( \frac{dy}{dt} \) vs \( y \) has a maximum point at \( y = K/e \). Thus \( \frac{dy}{dt} \) is positive and increasing for \( 0 < y < K/e \) and thus \( y(t) \) is concave up for that interval. Similarly \( \frac{dy}{dt} \) is positive and decreasing for \( K/e < y < K \) and thus \( y(t) \) is concave down for that interval.

16c. \( \ln(K/y) \) is very large for small values of \( y \) and thus \( (ry) \ln(K/y) > ry(1 - y/K) \) for small \( y \). Since \( \ln(K/y) \) and \( (1 - y/K) \) are both strictly decreasing functions of \( y \) and since \( \ln(K/y) = (1 - y/K) \) only for \( y = K \), we may conclude that \( \frac{dy}{dt} = (ry) \ln(K/y) \) is never less than
\[ \frac{dy}{dt} = ry(1 - y/K). \]

17a. If \( u = \ln(y/K) \) then \( y = Ke^u \) and \( \frac{dy}{dt} = Ke^u \frac{du}{dt} \) so that the D.E. becomes \( \frac{du}{dt} = -ru \).

18a. The D.E. is \( \frac{dV}{dt} = k - \alpha \pi r^2 \). The volume of a cone of height \( L \) and radius \( r \) is given by \( V = \frac{\pi r^2 L}{3} \) where \( L = hr/a \) from symmetry. Solving for \( r \) yields the desired solution.

18b. Equilibrium is given by \( k - \alpha \pi r^2 = 0 \).

18c. The equilibrium height must be less than \( h \).
20b. Use the results of Problem 14.

20d. Differentiate Y with respect to E.

21a. Set \( \frac{dy}{dt} = 0 \) and solve for y using the quadratic formula.

21b. Use the results of Problem 14.

21d. If \( h > rK/4 \) there are no critical points (see part a) and \( \frac{dy}{dt} < 0 \) for all t.

24a. If \( z = x/n \) then \( \frac{dz}{dt} = \frac{1}{n} \frac{dx}{dt} - \frac{x}{n^2} \frac{dn}{dt} \). Use of Equations (i) and (ii) then gives the I.V.P. (iii).

24b. Separate variables to get \( \frac{vdz}{z(1-vz)} = -\beta dt \). Using partial fractions this becomes \( \frac{dz}{z} + \frac{dz}{1-z} = -\beta dt \).

Integration and solving for z yields the answer.

24c. Find \( z(20) \).

26a. Plot \( \frac{dx}{dt} \) vs x and observe that \( x = p \) and \( x = q \) are critical points. Also note that \( \frac{dx}{dt} > 0 \) for \( x < \min(p,q) \) and \( x > \max(p,q) \) while \( \frac{dx}{dt} < 0 \) for x between \( \min(p,q) \) and \( \max(p,q) \). Thus \( x = \min(p,q) \) is an asymptotically stable point while \( x = \max(p,q) \) is unstable. To solve the D.E., separate variables and use partial fractions to obtain \( \frac{1}{q-p} \left[ \frac{dx}{q-x} - \frac{dx}{p-x} \right] = \alpha dt \).

Integration and solving for x yields the solution.

26b. \( x = p \) is a semistable critical point and since \( \frac{dx}{dt} > 0 \), \( x(t) \) is an increasing function. Thus for \( x(0) = 0 \), \( x(t) \) approaches \( p \) as \( t \to \infty \). To solve the D.E., separate variables and integrate.
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3. \( M(x,y) = 3x^2-2xy+2 \) and \( N(x,y) = 6y^2-x^2+3 \), so \( M_y = -2x = N_x \) and thus the D.E. is exact. Integrating \( M(x,y) \) with
respect to $x$ we get $\psi(x,y) = x^3 - x^2y + 2x + H(y)$. Taking the partial derivative of this with respect to $y$ and setting it equal to $N(x,y)$ yields $-x^2 + h'(y) = 6y^2 - x^2 + 3$, so that $h'(y) = 6y^2 + 3$ and $h(y) = 2y^3 + 3y$. Substitute this $h(y)$ into $\psi(x,y)$ and recall that the equation which defines $y(x)$ implicitly is $\psi(x,y) = c$. Thus $x^3 - x^2y + 2x + 2y^3 + 3y = c$ is the equation that yields the solution.

5. Writing the equation in the form $M(x,y)dx + N(x,y)dy = 0$ gives $M(x,y) = ax + by$ and $N(x,y) = bx + cy$. Now $M_y = b = N_x$ and the equation is exact. Integrating $M(x,y)$ with respect to $x$ yields $\psi(x,y) = (a/2)x^2 + bxy + h(y)$. Differentiating $\psi(x,y)$ with respect to $y$ (constant $x$) and setting $\psi_y(x,y) = N(x,y)$ we find that $h'(y) = cy$ and thus $h(y) = (c/2)y^2$. Hence the solution is given by $(a/2)x^2 + bxy + (c/2)y^2 = k$.

7. $M_y(x,y) = e^x \cos y - 2\sin x = N_x(x,y)$ and thus the D.E. is exact. Integrating $M(x,y)$ with respect to $x$ gives $\psi(x,y) = e^y \sin y + 2\cos x + h(y)$. Finding $\psi_y(x,y)$ from this and setting that equal to $N(x,y)$ yields $h'(y) = 0$ and thus $h(y)$ is a constant. Hence an implicit solution of the D.E. is $e^y \sin y + 2\cos x = c$. The solution $y = 0$ is also valid since it satisfies the D.E. for all $x$.

9. If you try to find $\psi(x,y)$ by integrating $M(x,y)$ with respect to $x$ you must integrate by parts. Instead find $\psi(x,y)$ by integrating $N(x,y)$ with respect to $y$ to obtain $\psi(x,y) = e^x \cos 2x - 3y + g(x)$. Now find $g(x)$ by differentiating $\psi(x,y)$ with respect to $x$ and set that equal to $M(x,y)$, which yields $g'(x) = 2x$ or $g(x) = x^2$.

12. As long as $x^2 + y^2 \neq 0$, we can simplify the equation by multiplying both sides by $(x^2 + y^2)^{3/2}$. This gives the exact equation $xdx + ydy = 0$. The solution to this equation is given implicitly by $x^2 + y^2 = c$. If you apply Theorem 2.6.1 and its construction without the simplification, you get $(x^2 + y^2)^{-1/2} = C$ which can be written as $x^2 + y^2 = c$ under the same assumption required for the simplification.

14. $M_y = 1$ and $N_x = 1$, so the D.E. is exact. Integrating
\( M(x,y) \) with respect to \( x \) yields \\
\( \psi(x,y) = 3x^3 + xy - x + h(y). \) Differentiating this with \\
respect to \( y \) and setting \( \psi_y(x,y) = N(x,y) \) yields \\
\( h'(y) = -4y \) or \( h(y) = -2y^2. \) Thus the implicit solution \\
is \( 3x^3 + xy - x - 2y^2 = c. \) Setting \( x = 1 \) and \( y = 0 \) gives \\
c = 2 so that \( 2y^2 - xy + (2+x-3x^3) = 0 \) is the implicit 

solution satisfying the given I.C. Use the quadratic 
formula to find \( y(x), \) where the negative square root is 
used in order to satisfy the I.C. The solution will be 
valid for \( 24x^2 + x^2 - 8x - 16 > 0. \)

15. We want \( M_y(x,y) = 2xy + bx^2 \) to be equal to 
\( N_x(x,y) = 3x^2 + 2xy. \) Thus we must have \( b = 3. \) This 
gives \( \psi(x,y) = \frac{1}{2}x^2y^2 + x^3y + h(y) \) and consequently 
\( h'(y) = 0. \) After multiplying through by 2, the solution 
is given implicitly by \( x^2y^2 + 2x^3y = c. \)

19. \( M_y(x,y) = 3x^2y^2 \) and \( N_x(x,y) = 1 + y^2 \) so the equation is 
not exact by Theorem 2.6.1. Multiplying by the 
integrating factor \( \mu(x,y) = 1/xy^3 \) we get 
\( x + \frac{(1+y^2)}{y^3}y' = 0, \) which is an exact equation since 
\( M_y = N_x = 0 \) (it is also separable). In this case 
\( \psi = \frac{1}{2}x^2 + h(y) \) and \( h'(y) = y^{-3} + y^{-1} \) so that 
x^2 - y^{-2} + 2ln|y| = c gives the solution implicitly.

22. Multiplication of the given D.E. (which is not exact) by 
\( \mu(x,y) = xe^x \) yields \( (x^2 + 2x)e^xsiny \) dx + \( x^2e^x\cosy \) dy, 
which is exact since \( M_y(x,y) = N_x(x,y) = (x^2+2x)e^x\cosy. \) 
To solve this exact equation it’s easiest to integrate 
\( N(x,y) = x^2e^x\cosy \) with respect to \( y \) to get 
\( \psi(x,y) = x^2e^xsiny + g(x). \) Solving for \( g(x) \) yields the 
implicit solution.

23. This problem is similar to the derivation leading up to 
Eq.(26). Assuming that \( \mu \) depends only on \( y, \) we find from 
Eq.(25) that \( \mu' = Q\mu, \) where \( Q = (N_x - M_y)/M \) must depend 
on \( y \) alone. Solving this last D.E. yields \( \mu(y) \) as given. 
This method provides an alternative approach to Problems 
27 through 30.
25. The equation is not exact so we must attempt to find an integrating factor. Since
\[
\frac{1}{N} (M_y - N_x) = \frac{3x^2 + 2x + 3y^2 - 2x}{x^2 + y^2} = 3
\]
is a function of \(x\) alone there is an integrating factor depending only on \(x\), as shown in Eq.(26). Then \(d\mu/dx = 3\mu\), and the integrating factor is \(\mu(x) = e^{3x}\). Hence the equation can be solved as in Example 4.

26. An integrating factor can be found which is a function of \(x\) only, yielding \(\mu(x) = e^{-x}\). Alternatively, you might recognize that \(y' - y = e^{2x} - 1\) is a linear first order equation which can be solved as in Section 2.1.

27. Using the results of Problem 23, it can be shown that \(\mu(y) = y\) is an integrating factor. Thus multiplying the D.E. by \(y\) gives \(ydx + (x - ysin y)dy = 0\), which can be identified as an exact equation. Alternatively, one can rewrite the last equation as \((ydx + xdy) - ysin ydy = 0\). The first term is \(d(xy)\) and the last can be integrated by parts. Thus we have \(xy + ycos y - ysin y = c\).

29. Multiplying by \(y\) we obtain
\[e^xysiny dx + e^xcosy dy + 2y dy = 0,\]
and the first two terms are just \(d(e^xysiny)\). Thus, \(e^xysiny + y^2 = c\).

31. Using the results of Problem 24, it can be shown that \(\mu(xy) = xy\) is an integrating factor. Thus, multiplying by \(xy\) we have \((3x^2y + 6x)dx + (x^3 + 3y^2)dy = 0\), which can be identified as an exact equation. Alternatively, we can observe that the above equation can be written as \(d(x^3y) + d(3x^2) + d(y^3) = 0\), so that \(x^3y + 3x^2 + y^3 = c\).
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1d. The exact solution to this I.V.P. is \(y = \phi(t) = t + 2 - e^{-t}\).

3a. The Euler formula is \(y_{n+1} = y_n + h(2y_n - t_n + 1/2)\) for \(n = 0, 1, 2, 3\) and with \(t_0 = 0\) and \(y_0 = 1\). Thus
\[
\begin{align*}
y_1 &= y_0 + .1(2y_0 - t_0 + 1/2) = 1.25, \\
y_2 &= 1.25 + .1[2(1.25) - (.1) + 1/2] = 1.54, \\
y_3 &= 1.54 + .1[2(1.54) - (.2) + 1/2] = 1.878, \text{ and} \\
y_4 &= 1.878 + .1[2(1.878) - (.3) + 1/2] = 2.2736.
\end{align*}
\]
3b. Use the same formula as in Problem 3a, except now \( h = .05 \) and \( n = 0,1 \ldots 7 \). Notice that only results for \( n = 1,3,5 \) and 7 are needed to compare with part a.

3c. Again, use the same formula as above with \( h = .025 \) and \( n = 0,1 \ldots 15 \). Notice that only results for \( n = 3,7,11 \) and 15 are needed to compare with parts a and b.

3d. \( y' = \frac{1}{2} - t + 2y \) is a first order linear D.E. Rewrite the equation in the form \( y' - 2y = \frac{1}{2} - t \) and multiply both sides by the integrating factor \( e^{-2t} \) to obtain \( (e^{-2t}y)' = (\frac{1}{2} - t)e^{-2t} \). Integrating the right side by parts and multiplying by \( e^{2t} \) we obtain \( y = ce^{-2t} + t/2 \). The I.C. \( y(0) = 1 \rightarrow c = 1 \) and hence the solution of the I.V.P. is \( y = \phi(x) = e^{2t} + t/2 \). Thus \( \phi(0.1) = 1.2714 \), \( \phi(0.2) = 1.59182 \), \( \phi(0.3) = 1.97212 \), and \( \phi(0.4) = 2.42554 \).

4d. The exact solution to this I.V.P. is \( y = \phi(t) = (6\cos t + 3\sin t - 6e^{-2t})/5 \).

6. For \( y(0) > 0 \) the solutions appear to converge. For \( y(0)<0 \) the solutions diverge.

9. All solutions seem to diverge.
13a. The Euler formula is

\[ y_{n+1} = y_n + h \left( \frac{4 - t_n y_n}{1 + y_n^2} \right), \]

where \( t_0 = 0 \) and \( y_0 = y(0) = -2 \). Thus, for \( h = .1 \), we get

\[
\begin{align*}
y_1 &= -2 + .1(4/5) = -1.92 \\
y_2 &= -1.92 + .1(4 - .1(-1.92)) = -1.83055 \\
y_3 &= -1.83055 + .1\left(\frac{4 - .2(-1.83055)}{1 + (1.83055)^2}\right) = -1.7302 \\
y_4 &= -1.7302 + .1\left(\frac{4 - .3(-1.7302)}{1 + (1.7302)^2}\right) = -1.617043 \\
y_5 &= -1.617043 + .1\left(\frac{4 - .4(-1.617043)}{1 + (1.617043)^2}\right) = -1.488494. \\
\end{align*}
\]

Thus, \( y(.5) \approx -1.488494 \).

15a. The Euler formula is

\[ y_{n+1} = y_n + .1 \left( \frac{3t_n^2}{3y_n^2 - 4} \right), \]

where \( t_0 = 1 \) and \( y_0 = 0 \). Thus

\[
\begin{align*}
y_1 &= 0 + .1 \left( \frac{3}{-4} \right) = -.075 \quad \text{and} \\
y_2 &= -.075 + .1 \left( \frac{3(1.1)^2}{3(.075)^2 - 4} \right) = .166134. \\
\end{align*}
\]

15c. There are two factors that explain the large differences. From the limit, the slope of \( y, y' \), becomes very "large" for values of \( y \) near -1.155. Also, the slope changes sign at \( y = -1.155 \). Thus for part a, \( y(1.7) \equiv y_7 = -1.178 \), which is close to -1.155 and the slope \( y' \) here is large and positive, creating the large change in \( y_8 \equiv y(1.8) \). For part b, \( y(1.65) \equiv -1.125 \), resulting in a large negative slope, which yields \( y(1.70) \equiv -3.133 \). The slope at this point is now positive and the remainder of the solutions “grow” to -3.098 for the approximation to \( y(1.8) \).

16. For the four step sizes given, the approximate values for \( y(.8) \) are 3.5078, 4.2013, 4.8004 and 5.3428. Thus, since these changes are still rather “large”, it is hard to give an estimate other than \( y(.8) \) is at least 5.3428. By using \( h = .005, .0025 \) and .001, we find further approximate values of \( y(.8) \) to be 5.576, 5.707 and 5.790. Thus a better estimate now is for \( y(.8) \) to be between 5.8 and 6. No reliable estimate is obtainable for \( y(1) \), which is consistent with the direction field of Prob.9.
18. It is helpful, in understanding this problem, to also calculate \( y'(t_n) = y_n \cdot (\frac{1}{2} y_n^2 - t_n) \). For \( \alpha = 2.38 \) this term remains positive and grows very large for \( t_n > 2 \). On the other hand, for \( \alpha = 2.37 \) this term decreases and eventually becomes negative for \( t_n \equiv 1.6 \) (for \( h = .01 \)). For \( \alpha = 2.37 \) and \( h = .1, .05 \) and \( .01 \), \( y(2.00) \) has the approximations of \( 4.48, 4.01 \) and \( 3.50 \) respectively. A small step size must be used, due to the sensitivity of the slope field, given by \( y_n \cdot (\frac{1}{2} y_n^2 - t_n) \).

22. Using Eq. (8) we have \( y_{n+1} = y_n + h(y_n - 1) = (1+2h)y_n - h \). Setting \( n + 1 = k \) (and hence \( n = k - 1 \)) this becomes \( y_k = (1 + 2h)y_{k-1} - h \), for \( k = 1, 2, \ldots \). Since \( y_0 = 1 \), we have \( y_1 = 1 + 2h - h = 1 + h = (1 + 2h)/2 + 1/2 \), and hence \( y_2 = (1 + 2h)y_1 - h = (1 + 2h)^2/2 + (1 + 2h)/2 - h \) = \( (1 + 2h)^2/2 + 1/2 \); 
\( y_3 = (1 + 2h)y_2 - h = (1 + 2h)^3/2 + (1 + 2h)/2 - h \) = \( (1 + 2h)^3/2 + 1/2 \). Continuing in this fashion (or using induction) we obtain \( y_k = (1 + 2h)^{k/2} + 1/2 \). For fixed \( x > 0 \) choose \( h = x/k \). Then substitute for \( h \) in the last formula to obtain \( y_k = (1 + 2x/k)^{k/2} + 1/2 \). Letting \( k \to \infty \) we find (See hint for Problem 20d.) \( y(x) = y_k \to e^{2x/2} + 1/2 \), which is the exact solution.
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1. Let \( s = t - 1 \) and \( w(s) = y(t(s)) - 2 \), then when \( t = 1 \) and \( y = 2 \) we have \( s = 0 \) and \( w(0) = 0 \). Also,
\[ \frac{dw}{ds} = \frac{dw}{dt} \frac{dt}{ds} = \frac{d}{dt}(y-2) \frac{dt}{ds} = \frac{dy}{dt} \quad \text{and hence} \]
\[ \frac{dw}{ds} = (s+1)^2 + (w+2)^2, \]
upon substitution into the given D.E.

4a. Following Ex. 1 of the text, from Eq. (7) we have
\[ \phi_{n+1}(t) = \int_0^t f(s, \phi(s))ds, \]
where \( f(t, \phi) = -1 - \phi \) for this problem. Thus if \( \phi_0(t) = 0 \), then \( \phi_1(t) = -\int_0^t ds = -t; \)
\[ \phi_2(t) = -\int_0^t (1-s)ds = -t + \frac{t^2}{2}; \]
\[
\phi_3(t) = \int_0^t (1 - s + s^2) \, ds = -t + \frac{t^2}{2} - \frac{t^3}{6};
\]
\[
\phi_4(t) = \int_0^t (1 - s + s^2 - \frac{s^3}{3!}) \, ds = -t + \frac{t^2}{2} - \frac{t^3}{6} + \frac{t^4}{24}.
\]

Based upon these we hypothesize that: \[\phi_n(t) = \sum_{k=1}^n \frac{(-1)^k t^k}{k!}\]

and use mathematical induction to verify this form for \(\phi_n(t)\). Using Eq. (7) again we have:

\[
\phi_{n+1}(t) = \int_0^t [1 + \phi_n(s)] \, ds = -t - \sum_{k=1}^n \frac{(-1)^k t^{k+1}}{(k+1)!} = \sum_{i=1}^{n+1} \frac{(-1)^i t^i}{i!}, \text{ where } i = k+1. \]

Since this is the same form for \(\phi_{n+1}(t)\) as derived from \(\phi_n(t)\) above, we have verified by mathematical induction that \(\phi_n(t)\) is as given.

4c. From part a, let \(\phi(t) = \lim_{n \to \infty} \phi_n(t) = \sum_{k=1}^\infty \frac{(-1)^k t^k}{k!} = -t + \frac{t^2}{2} - \frac{t^3}{3!} + \ldots.
\]

Since this is a power series, recall from calculus that:

\(e^{at} = \sum_{k=0}^\infty \frac{a^k t^k}{k!} = 1 + at + \frac{a^2 t^2}{2} + \frac{a^3 t^3}{3!} + \ldots.\) If we let \(a = -1\), then we have \(e^{-t} = 1 - t + \frac{t^2}{2} - \frac{t^3}{3!} + \ldots = 1 + \phi(t).\)

Hence \(\phi(t) = e^{-t} - 1.\)

7. As in Prob. 4,

\[
\phi_1(t) = \int_0^t (s\phi_0(s) + 1) \, ds = s|_0^t = t
\]
\[
\phi_2(t) = \int_0^t (s^2 + 1) \, ds = (\frac{s^3}{3} + s)|_0^t = t + \frac{t^3}{3}
\]
\[
\phi_3(t) = \int_0^t (s^2 + \frac{s^4}{3} + 1) \, ds = (\frac{s^3}{3} + \frac{s^5}{3 \cdot 5} + s)|_0^t = t + \frac{t^3}{3} + \frac{t^5}{3 \cdot 5}.
\]

Based upon these we hypothesize that:
\[ \phi_n(t) = \sum_{k=1}^{n} \frac{t^{2k-1}}{1.3.5\cdots(2k-1)} \] and use mathematical induction to verify this form for \( \phi_n(t) \). Using Eq.(7) again we have:

\[
\phi_{n+1}(t) = \int_0^t \left( \sum_{k=1}^{n} \frac{s^{2k}}{1.3.5\cdots(2k-1)} + 1 \right) ds
\]

\[
= \sum_{k=1}^{n} \frac{t^{2k+1}}{1.3.5\cdots(2k+1)} + t
\]

\[
= \sum_{k=0}^{n} \frac{t^{2k+1}}{1.3.5\cdots(2k+1)}
\]

\[
= \sum_{i=1}^{n+1} \frac{t^{2i-1}}{1.3.5\cdots(2i-1)}, \text{ where } i = k+1. \text{ Since this is the same form for } \phi_{n+1}(t) \text{ as derived from } \phi_n(t) \text{ above, we have verified by mathematical induction that } \phi_n(t) \text{ is as given.}
\]

11. Recall that \( \sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} + O(x^7) \). Thus, for

\[ \phi_2(t) = t - \frac{t^2}{2!} + \frac{t^4}{4!} - \frac{t^6}{6!} + O(t^7) \text{ we have}
\]

\[ \sin[\phi_2(t)] = (t - \frac{t^2}{2!} + \frac{t^4}{4!} - \frac{t^6}{6!} - \frac{(t - \frac{t^2}{2!})^3}{3!} + \frac{t^5}{5!}) + O(t^7). \]
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2. Using the given difference equation we have for \( n=0 \),

\[ y_1 = \frac{y_0}{2}; \text{ for } n=1, y_2 = 2y_1/3 = y_0/3; \text{ and for } n=2,
\]

\[ y_3 = 3y_2/4 = y_0/4. \] Thus we guess that \( y_n = \frac{n+1}{n+2} y_0/(n+1), \) and the given equation then gives \( y_{n+1} = \frac{n+1}{n+2} y_n = y_0/(n+2), \) which, by mathematical induction, verifies \( y_n = \frac{y_0}{n+1} \) as the solution for all \( n \).

5. From the given equation we have \( y_1 = 0.5y_0 + 6. \)
\[ y_2 = 0.5y_1 + 6 = 0.5^2y_0 + 6\left(1 + \frac{1}{2}\right) \text{ and} \]
\[ y_3 = 0.5y_2 + 6 = 0.5^3y_0 + 6\left(1 + \frac{1}{2} + \frac{1}{4}\right). \text{ In general, then} \]
\[ y_n = 0.5^n y_0 + 6\left(1 + \frac{1}{2} + \cdots + \frac{1}{2^{n-1}}\right) \]
\[ = 0.5^n y_0 + 6\left(\frac{1 - (1/2)^n}{1 - 1/2}\right) \]
\[ = 0.5^n y_0 + 12 - 0.5^n 12 \]
\[ = 0.5^n (y_0 - 12) + 12. \text{ Mathematical induction can now be used to prove that this is the correct solution.} \]

10. The governing equation is \( y_{n+1} = \rho y_n - b \), which has the solution \( y_n = \rho^n y_0 - \frac{\rho^n}{1-\rho} b \) (Eq.(14) with a negative \( b \)). Setting \( y_{360} = 0 \) and solving for \( b \) we obtain
\[ b = \frac{(1-\rho)\rho^{360}y_0}{1-\rho^{360}}, \text{ where } \rho = 1.0075 \text{ for part a.} \]

13. You must solve Eq.(14) numerically for \( \rho \) when \( n = 240, y_{240} = 0, b = -\$900 \) and \( y_0 = \$95,000. \)

14. Substituting \( u_n = \frac{\rho^{-1}}{\rho} + v_n \) into Eq.(21) we get
\[ \frac{\rho^{-1}}{\rho} + v_{n+1} = \rho \left(\frac{\rho^{-1}}{\rho} + v_n\right) (1 - \frac{\rho^{-1}}{\rho} - v_n) \text{ or} \]
\[ v_{n+1} = -\frac{\rho^{-1}}{\rho} + \left(\rho^{-1} + \rho v_n\right) \left(\frac{1}{\rho} - v_n\right) \]
\[ = \frac{1-\rho}{\rho} + \frac{\rho^{-1}}{\rho} - (\rho^{-1})v_n + v_n - \rho v_n^2 = (2-\rho) v_n - \rho v_n^2. \]

15a. For \( u_0 = 0.2 \) we have \( u_1 = 3.2u_0(1-u_0) = 0.512 \) and \( u_2 = 3.2u_1(1-u_1) = 0.7995392. \) Likewise \( u_3 = 0.51288406, \) \( u_4 = 0.7994688, u_5 = 0.51301899, u_6 = 0.7994576 \) and \( u_7 = 0.5130404. \) Continuing in this fashion,
\( u_{14} = u_{16} = 0.79945549 \) and \( u_{15} = u_{17} = 0.51304451. \)

17. For both parts of this problem a computer spreadsheet was used and an initial value of \( u_0 = 0.2 \) was chosen. Different initial values or different computer programs may need a slightly different number of iterations to reach the limiting value.
17a. The limiting value of .65517 (to 5 decimal places) is reached after approximately 100 iterations for $\rho = 2.9$. The limiting value of .66102 (to 5 decimal places) is reached after approximately 200 iterations for $\rho = 2.95$. The limiting value of .66555 (to 5 decimal places) is reached after approximately 910 iterations for $\rho = 2.99$.

17b. The solution oscillates between .63285 and .69938 after approximately 400 iterations for $\rho = 3.01$. The solution oscillates between .59016 and .73770 after approximately 130 iterations for $\rho = 3.05$. The solution oscillates between .55801 and .76457 after approximately 30 iterations for $\rho = 3.1$. For each of these cases additional iterations verified the oscillations were correct to five decimal places.

18. For an initial value of .2 and $\rho = 3.448$ we have the solution oscillating between .4403086 and .8497146. After approximately 3570 iterations the eighth decimal place is still not fixed, though. For the same initial value and $\rho = 3.45$ the solution oscillates between the four values: .43399155, .84746795, .44596778 and .85242779 after 3700 iterations. For $\rho = 3.449$, the solution is still varying in the fourth decimal place after 3570 iterations, but there appear to be four values.
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Before trying to find the solution of a D.E. it is necessary to know its type. The student should first classify the D.E. before reading this section, which identifies the type of each equation in Problems 1 through 32.

1. Linear
2. Homogeneous
3. Exact
4. Linear equation in $x(y)$
5. Exact
6. Linear
7. Letting $u = x^2$ yields $\frac{dy}{dx} = 2x \frac{dy}{du}$ and thus $\frac{du}{dy} - 2yu = 2y^3$ which is linear in $u(y)$. 
8. Linear 9. Exact

10. Integrating factor depends on x only
11. Exact

12. Linear 13. Homogeneous

14. Exact or homogeneous 15. Separable

16. Homogeneous 17. Linear

18. Linear or homogeneous 19. Integrating factor depends on x only


22. Separable 23. Bernoulli equation

24. Separable 25. Exact

26. Integrating factor depends on x only 27. Integrating factor depends on x only

28. Exact 29. Homogeneous

30. Linear equation in x(y) 31. Separable

32. Integrating factor depends on y only.
CHAPTER 3
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3. Assume \( y = e^{rt} \), which gives \( y' = re^{rt} \) and \( y'' = r^2e^{rt} \).
Substitution into the D.E. yields \( (6r^2 - r - 1)e^{rt} = 0 \).
Since \( e^{rt} \neq 0 \), we have the characteristic equation
\( 6r^2 - r - 1 = 0 \), or \( (3r + 1)(2r - 1) = 0 \). Thus
\( r = -1/3, 1/2 \) and \( y = c_1e^{t/2} + c_2e^{-t/3} \).

5. The characteristic equation is \( r^2 + 5r = 0 \), so the roots are \( r_1 = 0 \), and \( r_2 = -5 \). Thus
\( y = c_1e^{0t} + c_2e^{-5t} = c_1 + c_2e^{-5t} \).

7. The characteristic equation is \( r^2 - 9r + 9 = 0 \) so that
\( r = (9\sqrt{81-36})/2 = (9\sqrt{5})/2 \) using the quadratic formula. Hence
\( y = c_1\exp[(9+3\sqrt{5})t/2] + c_2\exp[(9-3\sqrt{5})t/2] \).

10. Substituting \( y = e^{rt} \) in the D.E.
we obtain the characteristic equation \( r^2 + 4r + 3 = 0 \), which
has the roots \( r_1 = -1, r_2 = -3 \).
Thus \( y = c_1e^{-t} + c_2e^{-3t} \) and
\( y' = -c_1e^{-t} - 3c_2e^{-3t} \).
Substituting \( t = 0 \) we then have
\( c_1 + c_2 = 2 \) and \( -c_1 - 3c_2 = -1 \),
yielding \( c_1 = 5/2 \) and \( c_2 = -1/2 \). Thus \( y = \frac{5}{2}e^{-t} - \frac{1}{2}e^{-3t} \)
and hence \( y \to 0 \) as \( t \to \infty \).

15. The characteristic equation is \( r^2 + 8r - 9 = 0 \), so that
\( r_1 = 1 \) and \( r_2 = -9 \) and the general solution is
\( y = c_1e^{t} + c_2e^{-9t} \). Since the I.C. are given at \( t = 1 \), it
is convenient to write the general solution in the form
\( y = k_1e^{(t-1)} + k_2e^{-9(t-1)} \). Note that
\( c_1 = k_1e^1 \) and \( c_2 = k_2e^9 \). The advantage of the latter
form of the general solution becomes clear when we apply
36  
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the I.C. $y(1) = 1$ and $y'(1) = 0$. This latter form of $y$
gives $y' = k_1 e^{(t-1)} - 9k_2 e^{-(t-1)}$ and thus setting $t = 1$ in
$y$ and $y'$ yields the equations $k_1 + k_2 = 1$ and
$k_1 - 9k_2 = 0$. Solving for $k_1$ and $k_2$ we find that
$y = (9e^{(t-1)} + e^{-9(t-1)})/10$. Since $e^{(t-1)}$ has a positive
exponent for $t > 1$, $y \to \infty$ as $t \to \infty$.

17. Comparing the given solution to Eq.(17), we see that $r_1 = 2$
and $r_2 = -3$ are the two roots of the characteristic
equation. Thus we have $(r-2)(r+3) = 0$, or $r^2 + r - 6 = 0$
as the characteristic equation. Hence the given solution
is for the D.E. $y'' + y' - 6y = 0$.

19. The roots of the characteristic equation are $r = 1$, -1
and thus the general solution is $y(t) = c_1 e^t + c_2 e^{-t}$.
$y(0) = c_1 + c_2 = \frac{5}{4}$ and $y'(0) = c_1 - c_2 = -\frac{3}{4}$, yielding
$y(t) = \frac{1}{4}t e^t + e^{-t}$. From this $y'(t) = \frac{1}{4}e^t - e^{-t} = 0$ or
e$^2 = 4$ or $t = \ln 2$. The second derivative test or a
graph of the solution indicates this is a minimum point.

21. The general solution is $y = c_1 e^{-t} + c_2 e^{2t}$. Using the I.C.
we obtain $c_1 + c_2 = \alpha$ and $-c_1 + 2c_2 = 2$, so adding the two
equations we find $3c_2 = \alpha + 2$. If $y$ is to approach zero
as $t \to \infty$, $c_2$ must be zero. Thus $\alpha = -2$.

24. The roots of the characteristic equation are given by
$r = -2$, $\alpha - 1$ and thus $y(t) = c_1 e^{-2t} + c_2 e^{(\alpha-1)t}$. Hence,
for $\alpha < 1$, all solutions tend to zero as $t \to \infty$. For
$\alpha > 1$, the second term becomes unbounded, but not the
first, so there are no values of $\alpha$ for which all
solutions become unbounded.

25a. The characteristic equation is $2r^2 + 3r - 2 = 0$, so
$r_1 = -2$ and $r_2 = 1/2$ and $y = c_1 e^{-2t} + c_2 e^{t/2}$. The I.C.
yield $c_1 + c_2 = 2$ and $-2c_1 + \frac{1}{2}c_2 = -\beta$ so that
$c_1 = (1 + 2\beta)/5$ and $c_2 = (4-2\beta)/5$. 
25c. From part (a), if \( \beta = 2 \) then \( y(t) = e^{-2t} \) and the solution simply decays to zero. For \( \beta > 2 \), the solution becomes unbounded negatively, and again there is no minimum point.

27. The second solution must decay faster than \( e^{-t} \), so choose \( e^{-2t} \) or \( e^{-3t} \) etc. as the second solution. Then proceed as in Problem 17.

28. Let \( v = y' \), then \( v' = y'' \) and thus the D.E. becomes \( t^2v' + 2tv - 1 = 0 \) or \( t^2v' + 2tv = 1 \). The left side is recognized as \( (t^2v)' \) and thus we may integrate to obtain \( t^2v = t + c \) (otherwise, divide both sides of the D.E. by \( t^2 \) and find the integrating factor, which is just \( t^2 \) in this case). Solving for \( v = \frac{dy}{dt} \) we find \( \frac{dy}{dt} = \frac{1}{t} + \frac{c}{t^2} \), so that \( y = \ln t + c_1/t + c_2 \).

30. Set \( v = y' \), then \( v' = y'' \) and thus the D.E. becomes \( v' + tv^2 = 0 \). This equation is separable and has the solution \( -v^{-1} + \frac{t^2}{2} = c \) or \( v = y' = \frac{2}{c_1 - t^2} \) where \( c_1 = 2c \). We must consider separately the cases \( c_1 > 0 \) and \( c_1 < 0 \). If \( c_1 = 0 \), then \( y' = 2/t^2 \) or \( y = -2/t + c_2 \). If \( c_1 > 0 \), let \( c_1 = k^2 \). Then \( y' = \frac{-2}{k^2 - t^2} = -(1/k)[1/(k-t) + 1/(k+t)] \), so that \( y = (1/k)\ln|\frac{(k-t)}{(k+t)}| + c_2 \). If \( c_1 < 0 \), let \( c_1 = -k^2 \). Then \( y' = 2/(k^2 + t^2) \) so that \( y = (2/k)\tan^{-1}(t/k) + c_2 \). Finally, we note that \( y = \) constant is also a solution of the D.E.

34. Following the procedure outlined, let \( v = \frac{dy}{dt} \) and \( v'^2 = dv/dt = v \frac{dv}{dy} \). Thus the D.E. becomes \( yv dv/dy + v^2 = 0 \), which is a separable equation with the solution \( v = c_1/y \). Next let \( v = \frac{dy}{dt} = c/y \), which again separates to give the solution \( y^2 = c_1t + c_2 \).

37. Again let \( v = y' \) and \( v' = v dv/dy \) to obtain \( 2y^2 v dv/dy + 2yv^2 = 1 \). This is an exact equation with solution \( v = \pm y^{-1} (y + c_1)^{1/2} \). To solve this equation,
we write it in the form \( \pm \frac{ydy}{(y+c_1)^{1/2}} = dt \). On observing that the left side of the equation can be written as \( \pm [(y+c_1) - c_1] \frac{dy}{(y+c_1)^{1/2}} \) we integrate and find \( \pm \frac{2}{3} (y-2c_1)(y+c_1)^{1/2} = t + c_2 \).

39. If \( v = y' \), then \( v' = vdv/dy \) and the D.E. becomes \( v dv/dy + v^2 = 2e^{-y} \). Dividing by \( v \) we obtain \( dv/dy + v = 2v^{-1}e^{-y} \), which is a Bernoulli equation (see Prob.27, Section 2.4). Let \( w(y) = v^2 \), then \( dw/dy = 2v \frac{dv}{dy} \) and the D.E. then becomes \( dw/dy + 2w = 4e^{-y} \), which is linear in \( w \). Its solution is \( w = v^2 = ce^{-2y} + 4e^{-y} \). Setting \( v = dy/dt \), we obtain a separable equation in \( y \) and \( t \), which is solved to yield the solution.

40. Since both \( t \) and \( y \) are missing, either approach used above will work. In this case it’s easier to use the approach of Problems 28-33, so let \( v = y' \) and thus \( v' = y'' \) and the D.E. becomes \( vdv/dt = 2 \).

43. The variable \( y \) is missing. Let \( v = y' \), then \( v' = y'' \) and the D.E. becomes \( vv' - t = 0 \). The solution of the separable equation is \( v^2 = t^2 + c_1 \). Substituting \( v = y' \) and applying the I.C. \( y'(1) = 1 \), we obtain \( y' = t \). The positive square root was chosen because \( y' > 0 \) at \( t = 1 \). Solving this last equation and applying the I.C. \( y(1) = 2 \), we obtain \( y = \frac{t^2}{2} + \frac{3}{2} \).
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2. \( W(\cos t, \sin t) = \begin{vmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{vmatrix} = \cos^2 t + \sin^2 t = 1. \)

4. \( W(x, xe^x) = \begin{vmatrix} x & xe^x \\ 1 & xe^x \end{vmatrix} = xe^x + x^2e^x - xe^x = x^2e^x. \)

8. Dividing by \( (t-1) \) we have \( p(t) = -3t/(t-1), q(t) = 4/(t-1) \) and \( g(t) = \sin t/(t-1) \), so the only point of discontinuity is \( t = 1 \). By Theorem 3.2.1, the largest interval is \(-\infty < t < 1\), since the initial point is \( t_0 = -2 \).
12. \( p(x) = 1/(x-2) \) and \( q(x) = \tan x \), so \( x = \pi/2, 2, 3\pi/2... \) are points of discontinuity. Since \( t_0 = 3 \), the interval specified by Theorem 3.2.1 is \( 2 < x < 3\pi/2 \).

14. For \( y = t^{1/2} \), \( y' = \frac{1}{2}t^{-1/2} \) and \( y'' = -\frac{1}{4}t^{-3/2} \). Thus

\[
yy'' + (y')^2 = -\frac{1}{4}t^{-1} + \frac{1}{4}t^{-1} = 0.
\]

Similarly \( y = 1 \) is also a solution. If \( y = c_1(1) + c_2t^{1/2} \) is substituted in the D.E. you will get \(-c_1c_2/4t^{3/2}\), which is zero only if \( c_1 = 0 \) or \( c_2 = 0 \). Thus the linear combination of two solutions is not, in general, a solution. Theorem 3.2.2 is not contradicted however, since the D.E. is not linear.

15. \( y = \phi(t) \) is a solution of the D.E. so \( L[\phi](t) = g(t) \).

Since \( L \) is a linear operator,
\[
L[c\phi](t) = cL[\phi](t) = cg(t).
\]

But, since \( g(t) \neq 0 \), \( cg(t) = g(t) \) if and only if \( c = 1 \). This is not a contradiction of Theorem 3.2.2 since the linear D.E. is not homogeneous.

18. \( W(f,g) = \begin{vmatrix} t & g \\ 1 & g' \end{vmatrix} = tg' - g = t^2e^t \), or \( g' - \frac{1}{t}g = te^t \) has an integrating factor of \( \frac{1}{t} \) and thus \( \frac{1}{t}g' - \frac{1}{t^2}g = e^t \) or \( (\frac{1}{t}g)' = e^t \). Integrating and multiplying by \( t \) we obtain \( g(t) = te^t + ct \).

21. From Section 3.1, \( e^t \) and \( e^{-2t} \) are two solutions, and since \( W(e^t,e^{-2t}) \neq 0 \) they form a fundamental set of solutions. To find the fundamental set specified by Theorem 3.2.5, let \( y(t) = c_1e^t + c_2e^{-2t} \), where \( c_1 \) and \( c_2 \) satisfy

\[
c_1 + c_2 = 1 \quad \text{and} \quad c_1 - 2c_2 = 0 \quad \text{for } y_1.
\]

Solving, we find

\[
y_1 = \frac{2}{3}e^t + \frac{1}{3}e^{-2t}.
\]

Likewise, \( c_1 \) and \( c_2 \) satisfy

\[
c_1 + c_2 = 0 \quad \text{and} \quad c_1 - 2c_2 = 1 \quad \text{for } y_2,
\]

so that

\[
y_2 = \frac{1}{3}e^t - \frac{1}{3}e^{-2t}.
\]
25. For $y_1 = x$, we have $x^2(0) - x(x+2)(1) + (x+2)(x) = 0$ and for $y_2 = xe^x$ we have $x^2(x+2)e^x - x(x+2)(x+1)e^x + (x+2)xe^x = 0$.
From Problem 4, $W(x, xe^x) = x^2e^x \neq 0$ for $x > 0$, so $y_1$ and $y_2$ form a fundamental set of solutions.

27. Suppose that $P(x)y'' + Q(x)y' + R(x)y = [P(x)y']' + [f(x)y]'$. On expanding the right side and equating coefficients, we find $f'(x) = R(x)$ and $P'(x) + f(x) = Q(x)$. These two conditions on $f$ can be satisfied if $R(x) = Q'(x) - P''(x)$ which gives the necessary condition $P''(x) - Q'(x) + R(x) = 0$.

30. We have $P(x) = x$, $Q(x) = -\cos x$, and $R(x) = \sin x$ and the condition for exactness is satisfied. Also, from Problem 27, $f(x) = Q(x) - P'(x) = -\cos x - 1$, so the D.E. becomes $(xy')' - [(1 + \cos x)y]' = 0$. Hence $xy' - (1 + \cos x)y = c_1$. This is a first order linear D.E. and the integrating factor (after dividing by $x$) is $\mu(x) = \exp\left[-\int x^{-1}(1 + \cos x)\,dx\right]$. The general solution is $y = [\mu(x)]^{-1}c_1\int_0^x t^{-1}\mu(t)\,dt + c_2$.

32. We want to choose $\mu(x)$ and $f(x)$ so that $\mu(x)P(x)y'' + \mu(x)Q(x)y' + \mu(x)R(x)y = [\mu(x)P(x)y']' + [f(x)y]'$. Expand the right side and equate coefficients of $y''$, $y'$ and $y$. This gives $\mu''(x)P(x) + \mu(x)P'(x) + f(x) = \mu(x)Q(x)$ and $f'(x) = \mu(x)R(x)$. Differentiate the first equation and then eliminate $f'(x)$ to obtain the adjoint equation $P\mu'' + (2P' - Q)\mu' + (P'' - Q' + R)\mu = 0$.

34. $P = 1-x^2$, $Q = -2x$ and $R = \alpha(\alpha+1)$. Thus $2P' - Q = -4x + 2x = -2x = Q$ and $P'' - Q' + R = -2 + 2 + \alpha(\alpha+1) = \alpha(\alpha+1) = R$.

36. Write the adjoint D.E. given in Problem 32 as $\hat{P}\hat{y}'' + \hat{Q}\hat{y}' + \hat{R}\hat{y} = 0$ where $\hat{P} = P$, $\hat{Q} = 2P' - Q$, and $\hat{R} = P'' - Q' + R$. The adjoint of this equation, namely the adjoint of the adjoint, is $\hat{P}y'' + (2\hat{P}' - \hat{Q})y' + (\hat{P}'' - \hat{Q}' + \hat{R})y = 0$. After substituting for $\hat{P}$, $\hat{Q}$, and $\hat{R}$ and simplifying, we obtain $Py'' + Qy' + Ryy = 0$. This is the same as the original equation.
37. From Problem 32 the adjoint of \( Py'' + Qy' + Ry = 0 \) is 
\[ Py'' + (2P' - Q)\mu' + (P'' - Q' + R)\mu = 0. \]
The two equations are the same if \( 2P' - Q = Q \) and \( P'' - Q' + R = R \). This will be true if \( P' = Q \). Hence the original D.E. is self-adjoint if \( P' = Q \). For Problem 33, \( P(x) = x^2 \) so \( P'(x) = 2x \) and \( Q(x) = x \). Hence the Bessel equation of order \( \nu \) is not self-adjoint. In a similar manner we find that Problems 34 and 35 are self-adjoint.
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2. Since \( \cos^3\theta = 4\cos^3\theta - 3\cos\theta \) we have 
\[ \cos^3\theta - (4\cos^3\theta - 3\cos\theta) = 0 \] for all \( \theta \). From Eq.(1) we have 
\( k_1 = 1 \) and \( k_2 = -1 \) and thus \( \cos^3\theta \) and \( 4\cos^3\theta - 3\cos\theta \) are linearly dependent.

6. \( W(t,t^{-1}) = \begin{vmatrix} t & t^{-1} \\ 1 & -t^{-2} \end{vmatrix} = -2/t \neq 0. \)

7. For \( t>0 \) \( g(t) = t \) and hence \( f(t) - 3g(t) = 0 \) for all \( t \). Therefore \( f \) and \( g \) are linearly dependent on \( 0<t \). For \( t<0 \) \( g(t) = -t \) and \( f(t) + 3g(t) = 0 \), so again \( f \) and \( g \) are linearly dependent on \( t<0 \). For any interval that includes the origin, such as \( -1<t<2 \), there is no \( c \) for which \( f(t) + cg(t) = 0 \) for all \( t \), and hence \( f \) and \( g \) are linearly independent on this interval.

12. The D.E. is linear and homogeneous. Hence, if \( y_1 \) and \( y_2 \) are solutions, then \( y_3 = y_1 + y_2 \) and \( y_4 = y_1 - y_2 \) are solutions. 
\[ W(y_3, y_4) = y_3y_4' - y_3'y_4 = (y_1 + y_2)(y_1' - y_2') - (y_1' + y_2')(y_1 - y_2) = -2(y_1y_2' - y_1'y_2) = -2W(y_1, y_2), \]
is not zero since \( y_1 \) and \( y_2 \) are linearly independent solutions. Hence \( y_3 \) and \( y_4 \) form a fundamental set of solutions. Conversely, solving the first two equations for \( y_1 \) and \( y_2 \), we have \( y_1 = (y_3 + y_4)/2 \) and \( y_2 = (y_3 - y_4)/2 \), so \( y_1 \) and \( y_2 \) are solutions. Finally, from above we have 
\[ W(y_1y_2) = -W(y_3, y_4)/2. \]

15. Writing the D.E. in the form of Eq.(7), we have 
\[ p(t) = -(t+2)/t. \] Thus Eq.(8) yields
\[ W(t) = c \exp \left[ - \frac{(t+2)}{t} \right] dt = ct^2 e^t. \]

20. From Eq. (8) we have \( W(y_1, y_2) = c \exp \left[ - \int p(t) dt \right] \), where 
\( p(t) = 2/t \) from the D.E. Thus \( W(y_1, y_2) = c/t^2 \). Since 
\( W(y_1, y_2)(1) = 2 \) we find \( c = 2 \) and thus \( W(y_1, y_2)(5) = 2/25 \).

24. Let \( c \) be the point in \( I \) at which both \( y_1 \) and \( y_2 \) vanish. 
Then \( W(y_1, y_2)(c) = y_1(c)y_2'(c) - y_1'(c)y_2(c) = 0 \). Hence, by 
Theorem 3.3.3 the functions \( y_1 \) and \( y_2 \) cannot form a 
fundamental set.

26. Suppose that \( y_1 \) and \( y_2 \) have a point of inflection at \( t_0 \) 
and either \( p(t_0) \neq 0 \) or \( q(t_0) \neq 0 \). Since \( y_1''(t_0) = 0 \) and 
\( y_2''(t_0) = 0 \) it follows from the D.E. that 
\( p(t_0)y_1'(t_0) + q(t_0)y_1(t_0) = 0 \) and 
\( p(t_0)y_2'(t_0) + q(t_0)y_2(t_0) = 0 \). If 
\( p(t_0) = 0 \) and \( q(t_0) \neq 0 \) then \( y_1(t_0) = y_2(t_0) = 0 \), and 
\( W(y_1, y_2)(t_0) = 0 \) so the solutions cannot form a 
fundamental set. If \( p(t_0) \neq 0 \) and \( q(t_0) = 0 \) then 
\( y_1'(t_0) = y_2'(t_0) = 0 \) and \( W(y_1, y_2)(t_0) = 0 \), so again the 
solutions cannot form a fundamental set. If \( p(t_0) \neq 0 \) and 
\( q(t_0) = 0 \) then \( y_1(t_0) = y_2(t_0) = 0 \) and 
\( W(y_1, y_2)(t_0) = 0 \), so again the 
solutions cannot form a fundamental set. If \( p(t_0) \neq 0 \) and 
\( q(t_0) \neq 0 \) then 
\( y_1'(t_0) = q(t_0)y_2(t_0)/p(t_0) \) and 
\( y_2'(t_0) = q(t_0)y_1(t_0)/p(t_0) \) and thus 
\( W(y_1, y_2)(t_0) = y_1(t_0)y_2'(t_0) - y_1'(t_0)y_2(t_0) \) 
\( = y_1(t_0)\left[q(t_0)y_2(t_0)/p(t_0)\right] - \left[q(t_0)y_1(t_0)/p(t_0)\right]y_2(t_0) \) 
\( = 0. \)

27. Let \(-1 < t_0, t_1 < 1 \) and \( t_0 \neq t_1 \). If \( y_1 = t \) and \( y_2 = t^2 \) 
are linearly dependent then \( c_1t_1 + c_2t_1^2 = 0 \) and 
\( c_1t_0 + c_2t_0^2 = 0 \) have a solution for \( c_1 \) and \( c_2 \) such that \( c_1 \) 
and \( c_2 \) are not both zero. But this system of equations 
has a non-zero solution only if \( t_1 = 0 \) or \( t_0 = 0 \) or 
\( t_1 = t_0 \). Hence, the only set \( c_1 \) and \( c_2 \) that satisfies the 
system for every choice of \( t_0 \) and \( t_1 \) in \(-1 < t < 1 \) is 
\( c_1 = c_2 = 0 \). Therefore \( t \) and \( t^2 \) are linearly independent
on \(-1 < t < 1\). Next, \(W(t,t^2) = t^2\) clearly vanishes at \(t = 0\). Since \(W(t,t^2)\) vanishes at \(t = 0\), but \(t\) and \(t^2\) are linearly independent on \(-1 < t < 1\), it follows that \(t\) and \(t^2\) cannot be solutions of Eq. (7) on \(-1 < t < 1\). To show that the functions \(y_1 = t\) and \(y_2 = t^2\) are solutions of \(t^2y'' - 2ty' + 2y = 0\), substitute each of them in the equation. Clearly, they are solutions. There is no contradiction to Theorem 3.3.3 since \(p(t) = -2/t\) and \(q(t) = 2/t^2\) are discontinuous at \(t = 0\), and hence the theorem does not apply on the interval \(-1 < t < 1\).

28. On \(0 < t < 1\), \(f(t) = t^3\) and \(g(t) = t^3\). Hence there are nonzero constants, \(c_1 = 1\) and \(c_2 = -1\), such that \(c_1f(t) + c_2g(t) = 0\) for each \(t\) in \((0,1)\). On \(-1 < t < 0\), \(f(t) = -t^3\) and \(g(t) = t^3\); thus \(c_1 = c_2 = 1\) defines constants such that \(c_1f(t) + c_2g(t) = 0\) for each \(t\) in \((-1,0)\). Thus \(f\) and \(g\) are linearly dependent on \(0 < t < 1\) and on \(-1 < t < 0\). We will show that \(f(t)\) and \(g(t)\) are linearly independent on \(-1 < t < 1\) by demonstrating that it is impossible to find constants \(c_1\) and \(c_2\), not both zero, such that \(c_1f(t) + c_2g(t) = 0\) for all \(t\) in \((-1,1)\). Assume that there are two such nonzero constants and choose two points \(t_0\) and \(t_1\) in \(-1 < t < 1\) such that \(t_0 < 0\) and \(t_1 > 0\). Then \(-c_1t_0^3 + c_2t_0^3 = 0\) and \(c_1t_1^3 + c_2t_1^3 = 0\). These equations have a nontrivial solution for \(c_1\) and \(c_2\) only if the determinant of coefficients is zero. But the determinant of coefficients is \(-2t_1^3t_0^3 \neq 0\) for \(t_0\) and \(t_1\) as specified. Hence \(f(t)\) and \(g(t)\) are linearly independent on \(-1 < t < 1\).

Section 3.4, Page 158

1. \(\exp(1+2i) = e^{1+2i} = ee^{2i} = e(\cos 2 + i \sin 2)\).

5. Recall that \(2^{1-i} = e^{\ln(2^{1-i})} = e^{(1-i)\ln 2}\)

7. As in Section 3.1, we seek solutions of the form \(y = e^{rt}\). Substituting this into the D.E. yields the characteristic equation \(r^2 - 2r + 2 = 0\), which has the roots \(r_1 = 1 + i\).
and $r_2 = 1 - i$, using the quadratic formula. Thus $\lambda = 1$ and $\mu = 1$ and from Eq.(17) the general solution is $y = c_1 e^{r_1} \cos t + c_2 e^{r_1} \sin t$.

11. The characteristic equation is $r^2 + 6r + 13 = 0$, which has the roots $r = \frac{-6 \pm \sqrt{-16}}{2} = -3 \pm 2i$. Thus $\lambda = -3$ and $\mu = 2$, so Eq.(17) becomes $y = c_1 e^{-3t} \cos 2t + c_2 e^{-3t} \sin 2t$.

14. The characteristic equation is $9r^2 + 9r - 4$, which has the real roots $-4/3$ and $1/3$. Thus the solution has the same form as in Section 3.1, $y(t) = c_1 e^{t/3} + c_2 e^{-4t/3}$.

18. The characteristic equation is $r^2 + 4r + 5 = 0$, which has the roots $r_1, r_2 = -2 \pm i$. Thus $y = c_1 e^{-2t} \cos t + c_2 e^{-2t} \sin t$ and $y' = (-2c_1 + c_2) e^{-2t} \cos t + (-c_1 - 2c_2) e^{-2t} \sin t$, so that $y(0) = c_1 = 1$ and $y'(0) = -2c_1 + c_2 = 0$, or $c_2 = 2$. Hence $y = e^{-2t} (\cos t + 2 \sin t)$.

22. The characteristic equation is $r^2 + 2r + 2 = 0$, so $r_1, r_2 = -1 \pm i$. Since the I.C. are given at $\pi/4$ we want to alter Eq.(17) by letting $c_1 = e^{\pi/4} d_1$ and $c_2 = e^{\pi/4} d_2$. Thus, for $\lambda = -1$ and $\mu = 1$ we have $y = e^{-(t-\pi/4)} (d_1 \cos t + d_2 \sin t)$; so $y' = e^{-(t-\pi/4)} (d_1 \cos t + d_2 \sin t) + e^{-(t-\pi/4)} (-d_1 \sin t + d_2 \cos t)$. Thus $\sqrt{2} d_1/2 + \sqrt{2} d_2/2 = 2$ and $-\sqrt{2} d_1 = -2$ and hence $y = e^{-(t-\pi/4)} (\cos t + \sin t)$.

23a. The characteristic equation is $3r^2 - r + 2 = 0$, which has the roots $r_1, r_2 = \frac{1}{6} \pm \frac{\sqrt{23}}{6} i$. Thus $u(t) = e^{t/6} (c_1 \cos \frac{\sqrt{23}}{6} t + c_2 \sin \frac{\sqrt{23}}{6} t)$ and we obtain $u(0) = c_1 = 2$.
and \( u'(0) = \frac{1}{6}c_1 + \frac{\sqrt{23}}{6}c_2 = 0 \). Solving for \( c_2 \) we find

\[ u(t) = e^{t/6}(2\cos\frac{\sqrt{23}}{6}t - \frac{2}{\sqrt{23}}\sin\frac{\sqrt{23}}{6}t). \]

23b. To estimate the first time that \( |u(t)| = 10 \) plot the graph of \( u(t) \) as found in part (a). Use this estimate in an appropriate computer software program to find \( t = 10.7598 \).

25a. The characteristic equation is \( r^2 + 2r + 6 = 0 \), so \( r_1, r_2 = -1 \pm \sqrt{5}i \) and \( y(t) = e^{-t}(c_1\cos\sqrt{5}t + c_2\sin\sqrt{5}t) \). Thus \( y(0) = c_1 = 2 \) and \( y'(0) = -c_1 + \sqrt{5}c_2 = \alpha \) and hence \( y(t) = e^{-t}(2\cos\sqrt{5}t + \frac{\alpha+2}{\sqrt{5}}\sin\sqrt{5}t) \).

25b. \( y(1) = e^{-1}(2\cos\sqrt{5} + \frac{\alpha+2}{\sqrt{5}}\sin\sqrt{5}) = 0 \) and hence

\[ \alpha = -2 - \frac{2\sqrt{5}}{\tan\sqrt{5}} = 1.50878. \]

25c. For \( y(t) = 0 \) we must have \( 2\cos\sqrt{5}t + \frac{\alpha+2}{\sqrt{5}}\sin\sqrt{5}t = 0 \) or \( \tan\sqrt{5}t = \frac{-2\sqrt{5}}{\alpha+2} \). For the given \( \alpha \) (actually, for \( \alpha > -2 \)) this yields \( \sqrt{5}t = \pi - \arctan\frac{2\sqrt{5}}{\alpha+2} \) since \( \arctan x < 0 \) when \( x < 0 \).

25d. From part (c) \( \arctan\frac{2\sqrt{5}}{\alpha+2} \to 0 \) as \( \alpha \to \infty \), so \( t \to \pi/\sqrt{5} \).

31. \[
\frac{d}{dt}[e^{\lambda t}(\cos(\mu t) + i\sin(\mu t))] = \lambda e^{\lambda t}(\cos(\mu t) + i\sin(\mu t))
+ e^{\lambda t}(-\mu\sin(\mu t) + i\mu\cos(\mu t))
+ i\mu e^{\lambda t}(\sin(\mu t) + \cos(\mu t)) = e^{\lambda t}(\lambda + i\mu)(\cos(\mu t) + i\sin(\mu t)).
\]

Setting \( r = \lambda + i\mu \) we then have \( \frac{d}{dt}e^{rt} = re^{rt} \).

33. Suppose that \( t = a \) and \( t = b \) (\( b > a \)) are consecutive zeros of \( y_1 \). We must show that \( y_2 \) vanishes once and only once in the interval \( a < t < b \). Assume that it does not
vanish. Then we can form the quotient $y_1/y_2$ on the interval $a \leq t \leq b$. Note $y_2(a) \neq 0$ and $y_2(b) \neq 0$, otherwise $y_1$ and $y_2$ would not be linearly independent solutions. Next, $y_1/y_2$ vanishes at $t = a$ and $t = b$ and has a derivative in $a < t < b$. By Rolle’s theorem, the derivative must vanish at an interior point. But

$$
\left( \frac{y_1}{y_2} \right)' = \frac{y_2' y_1 - y_2 y_1'}{y_2^2} = -\frac{W(y_1, y_2)}{y_2^2},
$$

which cannot be zero since $y_1$ and $y_2$ are linearly independent solutions. Hence we have a contradiction, and we conclude that $y_2$ must vanish at a point between $a$ and $b$. Finally, we show that it can vanish at only one point between $a$ and $b$. Suppose that it vanishes at two points $c$ and $d$ between $a$ and $b$. By the argument we have just given we can show that $y_1$ must vanish between $c$ and $d$. But this contradicts the hypothesis that $a$ and $b$ are consecutive zeros of $y_1$.

35. We use the result of Problem 34. Note that $q(t) = e^{-t^2} > 0$ for $-\infty < t < \infty$. Next, we find that $(q' + 2pq)/q^{3/2} = 0$. Hence the D.E. can be transformed into an equation with constant coefficients by letting $x = u(t) = \int e^{-t^2/2} dt$. Substituting $x = u(t)$ in the differential equation found in part (b) of Problem 34 we obtain, after dividing by the coefficient of $d^2y/dx^2$, the D.E. $d^2y/dx^2 - y = 0$. Hence the general solution of the original D.E. is

$$
y = c_1\cos x + c_2\sin x, x = \int e^{-t^2/2} dt.
$$

38. Rewrite the D.E. as $y'' + (\alpha/t)y' + (\beta/t^2)y = 0$ so that $p = \alpha/t$ and $q = \beta/t^2$, which satisfy the conditions of parts (c) and (d) of Problem 34. Thus $x = \int (1/t^2)^{1/2} dt = \ln t$ will transform the D.E. into $dy^2/dx^2 + (\alpha - 1)dy/dx + \beta y = 0$. Note that since $\beta$ is constant, it can be neglected in defining $x$.

39. By direct substitution, or from Problem 38, $x = \ln t$ will transform the D.E. into $d^2y/dx^2 + y = 0$, since $\alpha = 1$ and $\beta = 1$. Thus $y = c_1\cos x + c_2\sin x$, with $x = \ln t$, $t > 0$.  

46 Section 3.4
1. Substituting $y = e^{rt}$ into the D.E., we find that 
$$r^2 - 2r + 1 = 0,$$ which gives $r_1 = 1$ and $r_2 = 1$. Since the 
roots are equal, the second linearly independent solution 
is $te^t$ and thus the general solution is $y = c_1e^t + c_2te^t$.

9. The characteristic equation is $25r^2 - 20r + 4 = 0$, which 
may be written as $(5r-2)^2 = 0$ and hence the roots are 
$r_1, r_2 = 2/5$. Thus $y = c_1e^{2t/5} + c_2te^{2t/5}$.

12. The characteristic equation is 
$$r^2 - 6r + 9 = (r-3)^2,$$ which has 
the repeated root $r = 3$. Thus 
$y = c_1e^{3t} + c_2te^{3t}$, which gives 
y$(0) = c_1 = 0$, $y'(t) = c_2(e^{3t}+3te^{3t})$ 
and $y(0) = c_2 = 2$. Hence 
$y(t) = 2te^{3t}$.

14. The characteristic equation is 
$$r^2 + 4r + 4 = (r+2)^2 = 0,$$ which 
has the repeated root $r = -2$. Since the I.C. are given at 
t = -1, write the general solution 
as $y = c_1e^{-2(t+1)} + c_2te^{-2(t+1)}$. Then 
$y' = -2c_1e^{-2(t+1)} + c_2e^{-2(t+1)} - 2c_2te^{-2(t+1)}$ and hence 
c$1-c_2 = 2$ and $-2c_1+3c_2 = 1$ which yield $c_1 = 7$ and $c_2 = 5$. 
Thus $y = 7e^{-2(t+1)} + 5te^{-2(t+1)}$, a decaying exponential as 
shown in the graph.

17a. The characteristic equation is $4r^2 + 4r + 1 = (2r+1)^2 = 0$, 
so we have $y(t) = (c_1+c_2t)e^{-t/2}$. Thus $y(0) = c_1 = 1$ and 
y'(0) = $-c_1/2 + c_2 = 2$ and hence $c_2 = 5/2$ and 
y(t) = $(1 + 5t/2)e^{-t/2}$.

17b. From part (a), $y'(t) = -\frac{1}{2}(1 + 5t/2)e^{-t/2} + \frac{5}{2}e^{-t/2} = 0$, when 
$-\frac{1}{2} - \frac{5t}{4} + \frac{5}{2} = 0$, or $t_0 = \frac{8}{5}$ and $y_0 = 5e^{-4/5}$. 
17c. From part (a), \(-\frac{1}{2} + c_2 = b\) or \(c_2 = b + \frac{1}{2}\) and
\[y(t) = [1 + (b + \frac{1}{2})t]e^{-t/2}.
\]

17d. From part (c), \(y'(t) = -\frac{1}{2}[1 + (b + \frac{1}{2})t]e^{-t/2} + (b + \frac{1}{2})e^{-t/2} = 0\)
which yields \(t_M = \frac{4b}{2b+1}\) and
\[y_M = (1 + \frac{2b+1}{2}) \cdot \frac{4b}{2b+1} e^{-2b/(2b+1)} = (1 + 2b)e^{-2b/(2b+1)}.
\]

19. If \(r_1 = r_2\) then \(y(t) = (c_1 + c_2t)e^{rt}\). Since the exponential is never zero, \(y(t)\) can be zero only if \(c_1 + c_2t = 0\), which yields at most one positive value of \(t\) if \(c_1\) and \(c_2\) differ in sign. If \(r_2 > r_1\) then
\[y(t) = c_1e^{r_1t} + c_2e^{r_2t} = e^{r_1t}(c_1 + c_2e^{(r_2-r_1)t}).\]
Again, this is zero only if \(c_1\) and \(c_2\) differ in sign, in which case
\[t = \frac{\ln(-c_1/c_2)}{(r_2-r_1)}.
\]

21. If \(r_2 \neq r_1\) then \(\phi(t; r_1, r_2) = (e^{r_1t} - e^{r_2t})/(r_2 - r_1)\) is defined for all \(t\). Note that \(\phi\) is a linear combination of two solutions, \(e^{r_1t}\) and \(e^{r_2t}\), of the D.E. Hence, \(\phi\) is a solution of the differential equation. Think of \(r_1\) as fixed and let \(r_2 \to r_1\). The limit of \(\phi\) as \(r_2 \to r_1\) is indeterminate. If we use L’Hopital’s rule, we find
\[
\lim_{r_2 \to r_1} \frac{e^{r_2t} - e^{r_1t}}{r_2 - r_1} = \lim_{r_2 \to r_1} \frac{te^{r_2t}}{1} = te^{r_1t}.
\]
Hence, the solution \(\phi(t; r_1, r_2) \to te^{r_1t}\) as \(r_2 \to r_1\).

25. Let \(y_2 = v/t\). Then \(y'_2 = v'/t - v/t^2\) and
\[y''_2 = v''/t - 2v'/t^2 + 2v/t^3.\]
Substituting in the D.E. we obtain
\[t^2(v''/t - 2v'/t^2 + 2v/t^3) + 3t(v'/t - v/t^2) + v/t = 0.
\]
Simplifying the left side we get \(tv'' + v' = 0\), which yields \(v' = c_2/t\). Thus \(v = c_1\ln t + c_2\). Hence a second solution is \(y_2(t) = (c_1\ln t + c_2)/t\). However, we may set \(c_2 = 0\) and \(c_1 = 1\) without loss of generality and we have \(y_2(t) = (\ln t)/t\) as a second solution. Note that in
the form we actually calculated, \( y_2(t) \) is a linear combination of \( 1/t \) and \( \ln t/t \), and hence is the general solution.

27. In this case the calculations are somewhat easier if we do not use the explicit form for \( y_1(x) = \sin x^2 \) at the beginning but simply set \( y_2(x) = y_1v \). Substituting this form for \( y_2 \) in the D.E. gives \( x(y_1v)' - (y_1v)' + 4x^3(y_1v) = 0 \). On carrying out the differentiations and making use of the fact that \( y_1 \) is a solution, we obtain
\[
xy_1v'' + (2y_1' - y_1)v' = 0.
\]
This is a first order linear equation for \( v' \), which has the solution \( v' = cx/(\sin x^2)^2 \).

Setting \( u = x^2 \) allows integration of this to get
\[
v = \frac{c_1}{x} \cot x^2 + c_2.
\]
Setting \( c_1 = 1, c_2 = 0 \) and multiplying by \( y_1 = \sin x^2 \) we obtain \( y_2(x) = \cos x^2 \) as the second solution of the D.E.

30. Substituting \( y_2(x) = y_1(x)v(x) \) in the D.E. gives
\[
x^2(y_1v)'' + x(y_1v)' + (x^2 - \frac{1}{4})y_1v = 0.
\]
On carrying out the differentiations and making use of the fact that \( y_1 \) is a solution, we obtain \( x^2y_1v'' + (2x^2y_1 + xy_1)v' = 0 \). This is a first order linear equation for \( v' \),
\[
v'' + (2y_1'/y_1 + 1/x)v' = 0,
\]
with solution
\[
v'(x) = c\exp[-\left(\frac{2y_1'}{y_1} + \frac{1}{x}\right)dx] = c\exp[-2lny_1 - lnx]
\]
\[
= \frac{c}{x(x^{-1} \sin^2 x)} = c \csc^2 x,
\]
where \( c \) is an arbitrary constant, which we will take to be one. Then \( v(x) = \int \csc^2 x dx = -\cot x + k \) where again \( k \) is an arbitrary constant which can be taken equal to zero. Thus \( y_2(x) = y_1(x)v(x) = (x^{-1/2} \sin x)(-\cot x) = -x^{-1/2} \cos x \). The second solution is usually taken to be \( x^{-1/2} \cos x \). Note that \( c = -1 \) would have given this solution.

31b. Let \( y_2(x) = e^x v(x) \), then \( y_2' = e^x v' + e^x v \), and
\[
y_2'' = e^x v'' + 2e^x v' + e^x v.
\]
Substituting in the D.E. we obtain \( xe^x v'' + (xe^x - Ne^x)v' = 0 \), or \( v'' + (1-N/x)v' = 0 \). This is a first order linear D.E. for \( v' \) with integrating
factor $\mu(x) = \exp \left[ \int (1-N/x) \, dx \right] = x^{-N}e^x$. Hence 
\[(x^{-N}e^x)' = 0, \text{ and } v' = cx^Ne^{-x} \text{ which gives} \]
\[v(x) = cx^Ne^{-x} + k. \text{ On taking } k = 0 \text{ we obtain as the} \]
second solution $y_2(x) = ce^x x^{-N}e^{-x}dx$. The integral can be 
evaluated by using the method of integration by parts. 
At each stage let $u = x^N$ or $x^{N-1}$, or whatever the power of 
x that remains, and let $dv = e^{-x}$. Note that this $dv$ is 
not related to the $v(x)$ in $y_2(x)$. For $N = 2$ we have 
\[y_2(x) = ce^x x^2e^{-x}dx = ce^x \left[ \frac{x^2e^{-x}}{-1} - \int \frac{2xe^{-x}}{-1} \, dx \right] \]
\[= -cx^2 + ce^x \left[ \frac{2xe^{-x}}{-1} - \int \frac{2e^{-x}}{-1} \, dx \right] \]
\[= c(-x^2 - 2x - 2) = -2c(1 + x + x^2/2!). \]
Choosing $c = -1/2!$ gives the desired result. For the 
general case $c = -1/N!$.

33. \( \frac{y_2}{y_1}' = \frac{(y_1y_2' - y_1y_2')}{y_1^2} = W(y_1, y_2)/y_1^2 \). Abel’s identity
is $W(y_1, y_2) = c \exp \left[-\int p(r)dr \right]$. Hence 
\( \frac{y_2}{y_1}' = cy_1^{-2} \exp \left[-\int p(r)dr \right] \). Integrating and setting 
c = 1 (since a solution $y_2$ can be multiplied by any
constant) and taking the constant of integration to be 
zero we obtain 
\[y_2(t) = y_1(t) \int_t^\infty \frac{\exp \left[-\int_s^\infty p(r)dr \right]}{[y_1(s)]^2} \, ds. \]

35. From Problem 33 and Abel’s formula we have 
\( \frac{y_2}{y_1}' = \frac{\exp \left[\int (1/t) \, dt \right]}{\sin^2(t^2)} = \frac{e^{\ln t}}{\sin^2(t^2)} = t\csc^2(t^2). \) Thus 
\[y_2/y_1 = -(1/2)\cot(t^2) \text{ and hence we can choose } y_2 = \cos(t^2) \]
since $y_1 = \sin^2(t^2)$.

38. The general solution of the D.E. is $y = c_1e^{r_1t} + c_2e^{r_2t}$
where $r_1, r_2 = \left( -b \pm \sqrt{b^2-4ac} \right)/2a$ provided $b^2 - 4ac \neq 0$.
In this case there are two possibilities. If $b^2 - 4ac > 0$ then $(b^2 - 4ac)^{1/2} < b$ and $r_1$ and $r_2$ are real and
\textbf{negative}. Consequently $e^{r_1t} \to 0$ and $e^{r_2t} \to 0$; and hence
y → 0, as t → ∞. If \( b^2 - 4ac < 0 \) then \( r_1 \) and \( r_2 \) are complex conjugates with **negative** real part. Again \( e^{r_1t} \to 0 \) and \( e^{r_2t} \to 0 \); and hence \( y \to 0 \), as \( t \to ∞ \). Finally, if \( b^2 - 4ac = 0 \), then \( y = c_1e^{r_1t} + c_2te^{r_1t} \) where \( r_1 = -b/2a < 0 \). Hence, again \( y \to 0 \) as \( t \to ∞ \). This conclusion does not hold if either \( b = 0 \) (since \( y(t) = c_1\cos ωt + c_2\sin ωt \)) or \( c = 0 \) (since \( y_1(t) = c_1 \)).

42. Substituting \( z = \ln t \) into the D.E. gives
\[
\frac{d^2y}{dz^2} + \frac{dy}{dz} + 0.25y = 0,
\]
which has the solution
\[
y(z) = c_1e^{-z/2} + c_2ze^{-z/2}
\]
so that \( y(t) = c_1t^{-1/2} + c_2t^{-1/2}\ln t \).

Section 3.6, Page 178

1. First we find the solution of the homogeneous D.E., which has the characteristic equation \( r^2 - 2r - 3 = (r - 3)(r + 1) = 0 \). Hence \( y_c = c_1e^{3t} + c_2e^{-t} \) and we can assume \( Y = Ae^{2t} \) for the particular solution. Thus \( Y' = 2Ae^{2t} \) and \( Y'' = 4Ae^{2t} \) and substituting into the D.E. yields
\[
4Ae^{2t} - 2(2Ae^{2t}) - 3(Ae^{2t}) = 3e^{2t}.
\]
Thus \(-3A = 3\) and \( A = -1 \), yielding \( y = c_1e^{3t} + c_2e^{-t} - e^{-t} \).

4. Initially we assume \( Y = A + B\sin 2t + C\cos 2t \). However, since a constant is a solution of the related homogeneous D.E. we must modify \( Y \) by multiplying the constant \( A \) by \( t \) and thus the correct form is \( Y = At + B\sin 2t + C\cos 2t \).

6. Since \( y_c = c_1e^{-t} + c_2te^{-t} \) we must assume \( Y = At^2e^{-t} \), so that \( Y' = 2Ate^{-t} - At^2e^{-t} \) and \( Y'' = 2Ae^{-t} - 4Ate^{-t} + At^2e^{-t} \). Substituting in the D.E. gives \( (At^2 - 4At + 2A)e^{-t} + 2(-At^2 + 2At)e^{-t} + At^2e^{-t} = 2e^{-t} \). Notice that all terms on the left involving \( t^2 \) and \( t \) add to zero and we are left with \( 2A = 2 \), or \( A = 1 \). Hence \( y = c_1e^{-t} + c_2te^{-t} + t^2e^{-t} \).

8. The assumed form is \( Y = (At + B)\sin 2t + (Ct + D)\cos 2t \), which is appropriate for both terms appearing on the right side of the D.E. Since none of the terms appearing
11. First solve the homogeneous D.E. Substituting \( y = e^{rt} \) gives \( r^2 + r + 4 = 0 \). Hence \( y_c = e^{-t/2} [c_1\cos(\sqrt{15} t/2) + c_2\sin(\sqrt{15} t/2)] \). We replace \( \sinh \) by \((e^t - e^{-t})/2\) and then assume \( Y(t) = Ae^{t} + Be^{-t} \). Since neither \( e^t \) nor \( e^{-t} \) are solutions of the homogeneous equation, there is no need to modify our assumption for \( Y \). Substituting in the D.E., we obtain \( 6Ae^t + 4Be^{-t} = e^t - e^{-t} \). Hence, \( A = 1/6 \) and \( B = -1/4 \). The general solution is \( y = e^{-t/2} [c_1\cos(\sqrt{15} t/2) + c_2\sin(\sqrt{15} t/2)] + e^t/6 - e^{-t}/4. \)

13. \( y_c = c_1e^{-2t} + c_2e^t \) so for the particular solution we assume \( Y = At + B \). Since neither \( At \) or \( B \) are solutions of the homogeneous equation it is not necessary to modify the original assumption. Substituting \( Y \) in the D.E. we obtain \( 0 + A - 2(At+B) = 2t \) or \(-2A = 2 \) and \(-2B = 0 \). Solving for \( A \) and \( B \) we obtain \( y = c_1e^{-t} + c_2e^t - t - 1/2 \) as the general solution. \( y(0) = 0 \rightarrow c_1 + c_2 - 1/2 = 0 \) and \( y'(0) = 1 \rightarrow -2c_1 + c_2 - 1 = 1 \), which yield \( c_1 = -1/2 \) and \( c_2 = 1 \). Thus \( y = e^t - (1/2)e^{-2t} - t - 1/2 \).

16. Since the nonhomogeneous term is the product of a linear polynomial and an exponential, assume \( Y \) of the same form: \( Y = (At+B)e^{2t} \). Thus \( Y' = Ae^{2t} + 2(At+B)e^{2t} \) and \( Y'' = 4Ae^{2t} + 4(At+B)e^{2t} \). Substituting into the D.E. we find \(-3At = 3t \) and \( 2A - 3B = 0 \), yielding \( A = -1 \) and \( B = -2/3 \). Since the characteristic equation is \( r^2 - 2r - 3 = 0 \), the general solution is \( y = c_1e^{3t} + c_2e^{-t} - \frac{2}{3}e^{2t} - te^{2t} \).
19a. The solution of the homogeneous D.E. is \( y_c(t) = c_1e^{-3t} + c_2 \).

After inspection of the nonhomogeneous term, for \( 2t^4 \) we must assume a fourth order polynominial, for \( t^2e^{-3t} \) we must assume a quadratic polynomial times the exponential, and for \( \sin 3t \) we must assume \( C\sin 3t + D\cos 3t \). Thus

\[
Y(t) = (A_0t^4 + A_1t^3 + A_2t^2 + A_3t + A_4) + (B_0t^2 + B_1t + B_2)e^{-3t} + C\sin 3t + D\cos 3t.
\]

However, since \( e^{-3t} \) and a constant are solutions of the homogeneous D.E., we must multiply the coefficient of \( e^{-3t} \) and the polynomial by \( t \). The correct form is

\[
Y(t) = t(A_0t^4 + A_1t^3 + A_2t^2 + A_3t + A_4) + t(B_0t^2 + B_1t + B_2)e^{-3t} + C\sin 3t + D\cos 3t.
\]

22a. The solution of the homogeneous D.E. is \( y_c(t) = e^{-t}[c_1\cos t + c_2\sin t] \). After inspection of the nonhomogeneous term, we assume \( Y(t) = Ae^{-t} + (B_0t^2 + B_1t + B_2)e^{-t}\cos t + (C_0t^2 + C_1t + C_2)e^{-t}\sin t \). Since \( e^{-t}\cos t \) and \( e^{-t}\sin t \) are solutions of the homogeneous D.E., it is necessary to multiply both the last two terms by \( t \). Hence the correct form is

\[
Y(t) = Ae^{-t} + t(B_0t^2 + B_1t + B_2)e^{-t}\cos t + t(C_0t^2 + C_1t + C_2)e^{-t}\sin t.
\]

28. First solve the I.V.P. \( y'' + y = t \), \( y(0) = 0 \), \( y'(0) = 1 \) for \( 0 \leq t \leq \pi \). The solution of the homogeneous D.E. is \( y_c(t) = c_1\cos t + c_2\sin t \). The correct form for \( Y(t) \) is \( y(t) = A_0t + A_1 \). Substituting in the D.E. we find \( A_0 = 1 \) and \( A_1 = 0 \). Hence, \( y = c_1\cos t + c_2\sin t + t \). Applying the I.C., we obtain \( y = t \). For \( t > \pi \) we have \( y'' + y = \pi e^{-t} \) so the form for \( Y(t) \) is \( y(t) = Be^{-t} \). Substituting \( Y(t) \) in the D.E., we obtain \( Be^{-t} + Be^{-t} = \pi e^{-t} \) so \( B = \pi/2 \). Hence the general solution for \( t > \pi \) is \( y = D_1\cos t + D_2\sin t + (\pi/2)e^{-t} \). If \( y \) and \( y' \) are to be continuous at \( t = \pi \), then the solutions and their derivatives for \( t \leq \pi \) and \( t > \pi \) must have the same value at \( t = \pi \). These conditions require \( \pi = -D_1 + \pi/2 \) and \( 1 = -D_2 - \pi/2 \). Hence \( D_1 = -\pi/2 \), \( D_2 = -(1 + \pi/2) \), and
\[ y = \phi(t) = \begin{cases} 
 t, & 0 \leq t \leq \pi \\
 - (\pi/2) \cos t - (1 + \pi/2) \sin t + (\pi/2) e^{\pi-t}, & t > \pi.
\end{cases} \]

The graphs of the nonhomogeneous term and \( \phi \) follow.

30. According to Theorem 3.6.1, the difference of any two solutions of the linear second order nonhomogeneous D.E. is a solution of the corresponding homogeneous D.E. Hence \( Y_1 - Y_2 \) is a solution of \( ay'' + by' + cy = 0 \). In Problem 38 of Section 3.5 we showed that if \( a > 0 \), \( b > 0 \), and \( c > 0 \) then every solution of this D.E. goes to zero as \( t \to \infty \). If \( b = 0 \), then \( y_c \) involves only sines and cosines, so \( Y_1 - Y_2 \) does not approach zero as \( t \to \infty \).

33. From Problem 32 we write the D.E. as \( (D-4)(D+1)y = 3e^{2t} \).
Thus let \( (D+1)y = u \) and then \( (D-4)u = 3e^{2t} \). This last equation is the same as \( du/dt - 4u = 3e^{2t} \), which may be solved by multiplying both sides by \( e^{-4t} \) and integrating (see section 2.1). This yields \( u = (-3/2)e^{2t} + Ce^{4t} \). Substituting this form of \( u \) into \( (D+1)y = u \) we obtain \( dy/dt + y = (-3/2)e^{2t} + Ce^{4t} \). Again, multiplying by \( e^{-t} \) and integrating gives \( y = (-1/2)e^{2t} + C_1e^{4t} + C_2e^{-t} \), where \( C_1 = C/5 \).

---
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2. Two linearly independent solutions of the homogeneous D.E. are \( y_1(t) = e^{2t} \) and \( y_2(t) = e^{-t} \). Assume \( Y = u_1(t)e^{2t} + u_2(t)e^{-t} \), then \( Y'(t) = [2u_1(t)e^{2t} - u_2(t)e^{-t}] + [u_1(t)e^{2t} \]

---
We set \( y_1'(t)e^{2t} + y_2'(t)e^{-t} = 0 \). Then \( y'' = 4y_1e^{2t} + y_2e^{-t} + 2y_1'e^{2t} - y_2'e^{-t} \) and substituting in the D.E. gives \( 2y_1'(t)e^{2t} - y_2'(t)e^{-t} = 2e^{-t} \). Thus we have two algebraic equations for \( y_1'(t) \) and \( y_2'(t) \) with the solution \( y_1'(t) = 2e^{-3t}/3 \) and \( y_2'(t) = -2/3 \). Hence \( y_1(t) = -2e^{-3t}/9 \) and \( y_2(t) = -2t/3 \). Substituting in the formula for \( Y(t) \) we obtain \( Y(t) = \frac{-2e^{-3t}/9}{e^{2t}} + \frac{-2t/3}{e^{-t}} = \frac{-2e^{-t}/9}{e^{2t}} - (2te^{-t}/3) \). Since \( e^{-t} \) is a solution of the homogeneous D.E., we can choose \( Y(t) = -2te^{-t}/3 \).

5. Since \( \cos t \) and \( \sin t \) are solutions of the homogeneous D.E., we assume \( Y = u_1(t)\cos t + u_2(t)\sin t \). Thus \( Y' = -u_1(t)\sin t + u_2(t)\cos t \), after setting \( u_1'(t)\cos t + u_2'(t)\sin t = 0 \). Finding \( Y'' \) and substituting into the D.E. then yields \( -u_1'(t)\sin t + u_2'(t)\cos t = \tan t \). The two equations for \( u_1(t) \) and \( u_2(t) \) have the solution:

\[
u_1(t) = -\tan^2 t/\cos t = -\sec t + \cos t \quad \text{and} \quad u_2(t) = \sin t.
\]

Thus \( u_1(t) = \sin t - \ln(\tan t + \sec t) \) and \( u_2(t) = -\cos t \), which when substituted into the assumed form for \( Y \), simplified, and added to the homogeneous solution yields

\[
y = c_1\cos t + c_2\sin t - (\cos t)\ln(\tan t + \sec t).
\]

11. Two linearly independent solutions of the homogeneous D.E. are \( y_1(t) = e^{3t} \) and \( y_2(t) = e^{2t} \). Applying Theorem 3.7.1 with \( W(y_1, y_2)(t) = -e^{5t} \), we obtain

\[
Y(t) = -e^{3t}\int_0^t e^{5s}g(s)\,ds + e^{2t}\int_0^t e^{5s}g(s)\,ds \\
= \int_0^t [e^{3(t-s)} - e^{2(t-s)}]g(s)\,ds.
\]

The complete solution is then obtained by adding \( c_1e^{3t} + c_2e^{2t} \) to \( Y(t) \).

14. That \( t \) and \( te^t \) are solutions of the homogeneous D.E. can be verified by direction substitution. Thus we assume \( Y = tu_1(t) + te^t u_2(t) \). Following the pattern of earlier problems we find \( tu_1'(t) + te^t u_2'(t) = 0 \) and
u_1'(t) + (t+1)e^t u_2 = 2t. [Note that g(t) = 2t, since the D.E. must be put into the form of Eq.(16)]. The solution of these equations gives u_1'(t) = -2 and u_2(t) = 2e^{-t}.

Hence, u_1(t) = -2t and u_2(t) = -2e^{-t}, and

Y(t) = t(-2t) + te^t(-2e^{-t}) = -2t^2 - 2t. However, since t is a solution of the homogeneous D.E. we can choose as our particular solution Y(t) = -2t^2.

18. For this problem, and for many others, it is probably easier to rederive Eqs.(26) without using the explicit form for y_1(x) and y_2(x) and then to substitute for y_1(x) and y_2(x) in Eqs.(26). In this case if we take

y_1 = x^{-1/2} \sin x and y_2 = x^{-1/2} \cos x, then W(y_1,y_2) = -1/x.

If the D.E. is put in the form of Eq.(16), then

g(x) = 3x^{-1/2} \sin x and thus u_1'(x) = 3 \sin x \cos x and

u_2'(x) = -3 \sin^2 x = 3(-1 + \cos 2x)/2. Hence

u_1(x) = (3 \sin^2 x)/2 and u_2(x) = -3x/2 + 3(\sin 2x)/4, and

Y(x) = \frac{3 \sin^2 x}{2} \sin \frac{x}{\sqrt{x}} + \left( - \frac{3x}{2} + \frac{3 \sin 2x}{4} \right) \cos \frac{x}{\sqrt{x}}

= \frac{3 \sin^2 x}{2} \sin \frac{x}{\sqrt{x}} + \left( - \frac{3x}{2} + \frac{3 \sin x \cos x}{2} \right) \cos \frac{x}{\sqrt{x}}

= \frac{3 \sin x}{2\sqrt{x}} - \frac{3\sqrt{x} \cos x}{2}.

The first term is a multiple of y_1(x) and thus can be neglected for Y(x).

22. Putting limits on the integrals of Eq.(28) and changing the integration variable to s yields

Y(t) = -y_1(t) \int_t^0 \frac{y_2(s)g(s)ds}{W(y_1,y_2)(s)} + y_2(t) \int_t^0 \frac{y_1(s)g(s)ds}{W(y_1,y_2)(s)}

= \int_t^0 \frac{y_1(t)y_2(s)g(s)ds}{W(y_1,y_2)(s)} + \int_t^0 \frac{y_2(t)y_1(s)g(s)ds}{W(y_1,y_2)(s)}

= \int_t^0 \frac{[y_1(s)y_2(t) - y_1(t)y_2(s)]g(s)ds}{y_1(s)y_2'(s) - y_1'(s)y_2(s)}. To show that Y(t) satisfies L[y] = g(t) we must take the derivative of Y using Leibnitz’s rule, which says that if

Y(t) = \int_t^0 G(t,s)ds, then Y'(t) = G(t,t) + \int_t^0 \frac{\partial G}{\partial t}(t,s)ds.

Letting G(t,s) be the above integrand, then G(t,t) = 0.
and \( \frac{\partial G}{\partial t} = \frac{Y_1(s)Y'_2(t) - Y'_1(t)Y_2(s)}{W(Y_1,Y_2)(s)} g(s) \). Likewise

\[ Y'' = \frac{\partial G(t,t)}{\partial t} + \int_{t_0}^{t} \frac{\partial^2 G}{\partial t^2}(t,s) \, ds \]

\[ = g(t) + \int_{t_0}^{t} \frac{Y_1(s)Y''(t) - Y''(t)Y_2(s)}{W(Y_1,Y_2)(s)} \, ds. \]

Since \( y_1 \) and \( y_2 \) are solutions of \( L[y] = 0 \), we have \( L[Y] = g(t) \) since all the terms involving the integral will add to zero. Clearly \( Y(t_0) = 0 \) and \( Y'(t_0) = 0 \).

25. Note that \( y_1 = e^{\lambda t} \cos \mu t \) and \( y_2 = e^{\lambda t} \sin \mu t \) and thus

\[ W(y_1,y_2) = \mu e^{2\lambda t}. \]

From Problem 22 we then have:

\[ Y(t) = \mu^{-1} \int_{t_0}^{t} e^{\lambda(t-s)} \left[ \cos \mu s \sin \mu t - \cos \mu t \sin \mu s \right] \, g(s) \, ds \]

\[ = \mu^{-1} \int_{t_0}^{t} e^{\lambda(t-s)} \cos \mu (t-s) g(s) \, ds \]

29. First, we put the D.E. in standard form by dividing by \( t^2 \): \( y'' - 2y'/t + 2y/t^2 = 4 \). Assuming that \( y = tv(t) \) and substituting in the D.E. we obtain \( tv'' = 4 \). Hence \( v'(t) = 4t^2 + c_2 \) and \( v(t) = 4 \int t^2 + c_2 t = 4(t^3 + c_2 t) \). The general solution is

\[ c_1y_1(t) + tv(t) = c_1t + 4(t^3 + c_2 t), \]

is a multiple of \( y_2 = c_2 t^2 \) we can write

\[ y = c_1t + c_2 t^2 + 4t^2 \int. \]
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2. From Eq.(15) we have \( R \cos \delta = -1 \) and \( R \sin \delta = \sqrt{13} \). Thus

\[ R = \sqrt{1 + \delta} = 2 \]

and \( \delta = \tan^{-1}(-\sqrt{3}) + \pi = 2\pi/3 \equiv 2.09440 \). Note that we have to "add" \( \pi \) to the inverse tangent value since \( \delta \)

must be a second quadrant angle. Thus \( u = 2\cos(t-2\pi/3) \).

6. The motion is an undamped free vibration. The units are

in the CGS system. The spring constant \( k = (100 \text{ gm})(980 \text{ cm/sec}^2)/5 \text{ cm} \). Hence the D.E. for the

motion is \( 100u'' + [(100 \cdot 980)/5]u = 0 \) where \( u \) is

measured in cm and time in sec. We obtain \( u'' + 196u = 0 \).
so
\[ u = A \cos 14t + B \sin 14t. \]
The I.C. are \( u(0) = 0 \rightarrow A = 0 \)
and \( u'(0) = 10 \text{ cm/sec} \rightarrow B = 10/14 = 5/7. \) Hence
\[ u(t) = (5/7) \sin 14t, \] which first reaches equilibrium when
\( 14t = \pi, \) or \( t = \pi/14. \)

8. We use Eq.(33) without \( R \) and \( E(t) \) (there is no resistor or
impressed voltage) and with \( L = 1 \) henry and \( 1/C = 4 \times 10^6 \) since
\( C = 0.25 \times 10^{-6} \) farads. Thus the I.V.P. is \( Q'' + 4 \times 10^6 Q = 0, \)
\( Q(0) = 10^{-6} \) coulombs and \( Q'(0) = 0. \)

9. The spring constant is \( k = (20)(980)/5 = 3920 \) dyne/cm.
The I.V.P. for the motion is \( 20u'' + 400u' + 3920u = 0 \) or
\( u'' + 20u' + 196u = 0 \) and \( u(0) = 2, u'(0) = 0. \) Here \( u \)
is measured in cm and \( t \) in sec. The general solution of the
D.E. is \( u = Ae^{-10t} \cos 4\sqrt{6} t + Be^{-10t} \sin 4\sqrt{6} t. \) The I.C.
\( u(0) = 2 \rightarrow A = 2 \) and \( u'(0) = 0 \rightarrow -10A + 4\sqrt{6} B = 0. \) The
solution is \( u = e^{-10t}[2 \cos 4\sqrt{6} t + 5 \sin 4\sqrt{6} t]/\sqrt{6} \) cm.
The quasi frequency is \( \mu = 4\sqrt{6}, \) the quasi period is
\( T_d = 2\pi \mu = \pi/2\sqrt{6} \) and \( T_d/T = 7/2\sqrt{6} \) since
\( T = 2\pi/14 = \pi/7. \) To find an upper bound for \( t, \) write \( u \) in the form of Eq.(30): \( u(t) = \sqrt{4 + 25/6} e^{-10t} \cos(4\sqrt{6} t - \delta). \)
Now, since \( |\cos(4\sqrt{6} t - \delta)| \leq 1, \) we have \( |u(t)| < .05 \Rightarrow \sqrt{4 + 25/6} e^{-10t} < .05, \) which yields \( t = .4046. \) A more
precise answer can be obtained with a computer algebra system, which in this case yields \( t = .4045. \) The
original estimate was unusually close for this problem
since \( \cos(4\sqrt{6} t - \delta) = -0.9996 \) for \( t = .4046. \)

12. Substituting the given values for \( L, C \) and \( R \) in Eq.(33),
we obtain the D.E. \( 2Q'' + 3 \times 10^2 Q' + 10^5 Q = 0. \) The I.C.
are \( Q(0) = 10^{-6} \) and \( Q'(0) = I(0) = 0. \) Assuming \( Q = e^{rt}, \)
we obtain the roots of the characteristic equation as
\( r_1 = -500 \) and \( r_2 = -1000. \) Thus \( Q = c_1 e^{-500t} + c_2 e^{-1000t} \)
and hence \( Q(0) = 10^{-6} \rightarrow c_1 + c_2 = 10^{-6} \) and
\( Q'(0) = 0 \rightarrow -500c_1 - 1000c_2 = 0. \) Solving for \( c_1 \) and \( c_2 \)
yields the solution.

17. The mass is \( 8/32 \) lb-sec\(^2\)/ft, and the spring constant is
\( 8/(1/8) = 64 \) lb/ft. Hence \((1/4)u'' + yu' + 64u = 0 \) or
\( u'' + 4y u' + 256u = 0, \) where \( u \) is measured in ft, \( t \) in sec
and the units of \( y \) are lb-sec/ft. We look for solutions
of the D.E. of the form \( u = e^{rt} \) and find
\( r^2 + 4\gamma r + 256 = 0, \) so \( r_1, r_2 = [-4\gamma \mp \sqrt{16\gamma^2 - 1024}]/2. \)
The system will be overdamped, critically damped or
underdamped as \((16\gamma^2 - 1024)\) is > 0, =0, or < 0, respectively. Thus the system is critically damped when \(\gamma = 8\) lb-sec/ft.

19. The general solution of the D.E. is \(u = Ae^{r_1t} + Be^{r_2t}\) where \(r_1, r_2 = [-\gamma \pm (\gamma^2 - 4km)^{1/2}] / 2m\) provided \(\gamma^2 - 4km \neq 0\), and where A and B are determined by the I.C. When the motion is overdamped, \(\gamma^2 - 4km > 0\) and \(r_1 > r_2\). Setting \(u = 0\), we obtain \(Ae^{r_1t} = -Be^{r_2t}\) or \(e^{(r_1-r_2)t} = -B/A\). Since the exponential function is a monotone function, there is at most one value of \(t\) (when \(B/A < 0\)) for which this equation can be satisfied. Hence \(u\) can vanish at most once. If the system is critically damped, the general solution is \(u(t) = (A + Bt)e^{-\gamma t/2m}\). The exponential function is never zero; hence \(u\) can vanish only if \(A + Bt = 0\). If \(B = 0\) then \(u\) never vanishes; if \(B \neq 0\) then \(u\) vanishes once at \(t = -A/B\) provided \(A/B < 0\).

20. The general solution of Eq.(21) for the case of critical damping is \(u = (A + Bt)e^{-\gamma t/2m}\). The I.C. \(u(0) = u_0 \rightarrow A = u_0\) and \(u'(0) = v_0 \rightarrow A(-\gamma/2m) + B = v_0\). Hence \(u = [u_0 + (v_0 + \gamma u_0/2m)t]e^{-\gamma t/2m}\). If \(v_0 = 0\), then \(u = u_0(1 + \gamma t/2m)e^{-\gamma t/2m}\), which is never zero since \(\gamma\) and \(m\) are positive. By L'Hopital's Rule \(u \rightarrow 0\) as \(t \rightarrow \infty\). Finally for \(u_0 > 0\), we want the condition which will insure that \(v = 0\) at least once. Since the exponential function is never zero we require \(u_0 + (v_0 + \gamma u_0/2m)t = 0\) at a positive value of \(t\). This requires that \(v_0 + \gamma u_0/2m \neq 0\) and that \(t = -u_0(v_0 + u_0\gamma/2m)^{-1} > 0\). We know that \(u_0 > 0\) so we must have \(v_0 + \gamma u_0/2m < 0\) or \(v_0 < -\gamma u_0/2m\).

23. From Problem 21: \(\Delta = \frac{2\pi\gamma}{\mu(2m)} = Td\gamma/2m\). Substituting the known values we find \(\gamma = \frac{(1/2)}{(3)} = 5\) lb sec/ft.

24. From Eq.(13) \(\omega_0^2 = \frac{2k}{3}\) so \(P = 2\pi/\sqrt{2k/3} = \pi \rightarrow k = 6\). Thus \(u(t) = c_1\cos2t + c_2\sin2t\) and \(u(0) = 2 \rightarrow c_1 = 2\) and \(u'(0) = v \rightarrow c_2 = v/2\). Hence \(u(t) = 2\cos2t + \frac{v}{2}\sin2t = \ldots\)
\[ \sqrt{4 + \frac{\nu^2}{4}} \cos(2\nu - \gamma). \] Thus \[ \sqrt{4 + \frac{\nu^2}{4}} = 3 \] and \( \nu = \pm 2\sqrt{5}. \)

27. First, consider the static case. Let \( \Delta l \) denote the length of the block below the surface of the water. The weight of the block, which is a downward force, is \( w = \rho l^3 g \). This is balanced by an equal and opposite buoyancy force \( B \), which is equal to the weight of the displaced water. Thus \( B = (\rho_0 l^2 \Delta l) g = \rho l^3 g \) so \( \rho_0 \Delta l = \rho l \). Now let \( x \) be the displacement of the block from its equilibrium position. We take downward as the positive direction. In a displaced position the forces acting on the block are its weight, which acts downward and is unchanged, and the buoyancy force which is now \( \rho_0 l^2 (\Delta l + x) g \) and acts upward. The resultant force must be equal to the mass of the block times the acceleration, namely \( \rho l^3 x'' \). Hence \( \rho l^3 g - \rho_0 l^2 (\Delta l + x) g = \rho l^3 x'' \). The D.E. for the motion of the block is \( \rho l^3 x'' + \rho_0 l^2 gx = 0 \). This gives a simple harmonic motion with frequency \( (\rho_0 g/\rho l)^{1/2} \) and natural period \( 2\pi (\rho l / \rho_0 g)^{1/2} \).

29a. The characteristic equation is \( 4r^2 + r + 8 = 0 \), so \( r = (-1 \pm \sqrt{127})/8 \) and hence \[ u(t) = e^{-t/8}(c_1 \cos \frac{\sqrt{127}}{8} t + c_2 \sin \frac{\sqrt{127}}{8} t). \] \( u(0) = 0 \rightarrow c_1 = 0 \) and \( u'(0) = 2 \rightarrow \frac{\sqrt{127}}{8} c_2 = 2 \). Thus \[ u(t) = \frac{16}{\sqrt{127}} e^{-t/8} \sin \frac{\sqrt{127}}{8} t. \]

29c. The phase plot is the spiral shown and the direction of motion is clockwise since the graph starts at \((0,2)\) and \( u \) increases initially.

30c. Using \( u(t) \) as found in part(b), show that \( ku^2/2 + m(u')^2/2 = (ka^2 + mb^2)/2 \) for all \( t \)
1. We use the trigonometric identities
\[
\cos(A \pm B) = \cos A \cos B \pm \sin A \sin B
\]
to obtain
\[
\cos(A + B) - \cos(A - B) = -2\sin A \sin B.
\]
If we choose
\[
A + B = 9t \quad \text{and} \quad A - B = 7t,
\]
then \(A = 8t\) and \(B = t\). Substituting in the formula just derived, we obtain
\[
\cos 9t - \cos 7t = -2\sin 8t \sin t.
\]

5. The mass \(m = 4/32 = 1/8\) lb-sec\(^2\)/ft and the spring constant \(k = 4/(1/8) = 32\) lb/ft. Since there is no damping, the I.V.P. is \((1/8)u'' + 32u = 2\cos 3t\), \(u(0) = 1/6\), \(u'(0) = 0\) where \(u\) is measured in ft and \(t\) in sec.

7a. From the solution to Problem 5, we have \(m = 1/8\), \(F_0 = 2\), \(\omega_0^2 = 256\), and \(\omega^2 = 9\), so Eq.(3) becomes
\[
u = c_1\cos 16t + c_2\sin 16t + \frac{16}{247} \cos 3t.
\]
The I.C.
\[
u(0) = 1/6 \rightarrow c_1 + 16/247 = 1/6 \quad \text{and} \quad u'(0) = 0 \rightarrow 16c_2 = 0,
\]
so the solution is \(u = (151/1482)\cos 16t + (16/247)\cos 3t\) ft.

7c. Resonance occurs when the frequency \(\omega\) of the forcing function \(4\sin \omega t\) is the same as the natural frequency \(\omega_0\) of the system. Since \(\omega_0 = 16\), the system will resonate when \(\omega = 16\) rad/sec.

10. The I.V.P. is \(.25u'' + 16u = 8\sin 8t\), \(u(0) = 3\) and \(u'(0) = 0\). Thus, the particular solution has the form \(t(A\cos 8t + B\sin 8t)\) and resonance occurs.

11a. For this problem the mass \(m = 8/32 = 1/4\) lb-sec\(^2\)/ft and the spring constant \(k = 8/(1/2) = 16\) lb/ft, so the D.E. is \(0.25u'' + 0.25u' + 16u = 4\cos 2t\) where \(u\) is measured in ft and \(t\) in sec. To determine the steady state response we need only compute a particular solution of the nonhomogeneous D.E. since the solutions of the homogeneous D.E. decay to zero as \(t \to \infty\). We assume \(u(t) = A\cos 2t + B\sin 2t\), and substitute in the D.E.:
\[-A\cos 2t - B\sin 2t + (1/2)(-A\sin 2t + B\cos 2t) + 16(A\cos 2t + B\sin 2t) = 4\cos 2t.\]
Hence \(15A + (1/2)B = 4\) and \(-1/2)A + 15B = 0\), from which we obtain \(A = 240/901\) and \(B = 8/901\). The steady state response is \(u(t) = (240\cos 2t + 8\sin 2t)/901\).
11b. In order to determine the value of \( m \) that maximizes the steady state response, we note that the present problem has exactly the form of the problem considered in the text. Referring to Eqs. (8) and (9), the response is a maximum when \( \Delta \) is a minimum since \( F_0 \) is constant. \( \Delta \), as given in Eq. (10), will be a minimum when 
\[
f(m) = m^2(\omega_0^2 - \omega^2)^2 + \gamma^2\omega^2,
\]
where \( \omega_0^2 = k/m \), is a minimum. We calculate \( df/dm \) and set this quantity equal to zero to obtain \( m = k/\omega_0^2 \). We verify that this value of \( m \) gives a minimum of \( f(m) \) by the second derivative test. For this problem \( k = 16 \) lb/ft and \( \omega = 2 \) rad/sec so the value of \( m \) that maximizes the response of the system is \( m = 4 \) slugs.

15. We must solve the three I.V.P.:  
(1) \( u''_1 + u_1 = F_0t \),  
\[ 0 < t < \pi, \quad u_1(0) = u'_1(0) = 0; \]
(2) \( u''_2 + u_2 = F_0(2\pi - t) \),  
\[ \pi < t < 2\pi, \quad u_2(\pi) = u'_2(\pi) = u'_1(\pi); \]  
and  
(3) \( u''_3 + u_3 = 0, \quad 2\pi < t \),  
\[ u_3(2\pi) = u_2(2\pi), \quad u'_3(2\pi) = u'_2(2\pi). \]

The conditions at \( \pi \) and \( 2\pi \) insure the continuity of \( u \) and \( u' \) at those points. The general solutions of the D.E. are \( u_1 = b_1\cos t + b_2\sin t + F_0t \), \( u_2 = c_1\cos t + c_2\sin t + F_0(2\pi - t) \), and \( u_3 = d_1\cos t + d_2\sin t \). The I.C. and matching conditions, in order, give \( b_1 = 0, \ b_2 + F_0 = 0, -b_1 + \pi F_0 = -c_1 + \pi F_0, -b_2 + F_0 = -c_2 - F_0, \ c_1 = d_1 \), and \( c_2 - F_0 = d_2 \). Solving these equations we obtain
\[
\begin{cases}
    t - \sin t, & 0 \leq t \leq \pi \\
    F_0(2\pi - t) - 3\sin t, & \pi < t \leq 2\pi \\
    -4\sin t, & 2\pi < t.
\end{cases}
\]

16. The I.V.P. is \( Q'' + 5\times10^3 Q' + 4\times10^6 Q = 12, \) \( Q(0) = 0, \) and \( Q'(0) = 0. \) The particular solution is of the form \( Q = A, \) so that upon substitution into the D.E. we obtain \( 4\times10^6 A = 12 \) or \( A = 3\times10^{-6}. \) The general solution of the D.E. is \( Q = c_1e^{r_1t} + c_2e^{r_2t} + 3\times10^{-6}, \) where \( r_1 \) and \( r_2 \) satisfy \( r^2 + 5\times10^3 r + 4\times10^6 = 0 \) and thus are \( r_1 = -1000 \) and \( r_2 = -4000. \) The I.C. yield \( c_1 = -4\times10^{-6} \) and \( c_2 = 10^{-6} \) and thus \( Q = 10^{-6}(e^{-4000t} - 4e^{-1000t} + 3) \) coulombs. Substituting \( t = .001 \) sec we obtain
\[
Q(.001) = 10^{-6}(e^{-4} - 4e^{-1} + 3) = 1.5468 \times 10^{-6} \text{ coulombs.}
\]
Since exponentials are to a negative power \( Q(t) \to 3\times10^{-6} \) coulombs as \( t \to \infty, \) which is the steady state charge.
22. The amplitude of the steady state response is seven or eight times the amplitude (3) of the forcing term. This large an increase is due to the fact that the forcing function has the same frequency as the natural frequency, \( \omega_0 \), of the system.

There also appears to be a phase lag of approximately \( 1/4 \) of a period. That is, the maximum of the response occurs \( 1/4 \) of a period after the maximum of the forcing function. Both these results are substantially different than those of either Problems 21 or 23.

24. From viewing the above graphs, it appears that the system exhibits a beat near \( \omega = 1.5 \), while the pattern for \( \omega = 1.0 \) is more irregular. However, the system exhibits the resonance characteristic of the linear system for \( \omega \) near 1, as the amplitude of the response is the largest here.
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2. Writing the equation in standard form, we obtain
\[ y''' + \frac{(\sin t)}{t} y'' + \frac{3}{t} y = \frac{\cos t}{t}. \]
The functions \( p_1(t) = \frac{\sin t}{t} \), \( p_3(t) = \frac{3}{t} \) and \( g(t) = \frac{\cos t}{t} \) have discontinuities at \( t = 0 \). Hence Theorem 4.1.1 guarantees that a solution exists for \( t < 0 \) and for \( t > 0 \).

8. We have
\[ W(f_1, f_2, f_3) = \begin{vmatrix} 2t^3 & 2t^2 + 1 & 2t^2 + 1 \\ 2 & 4t & 6t + 1 \\ 0 & 4 & 6 \end{vmatrix} = 0 \text{ for all } t. \]
Thus by the extension of Theorem 3.3.1 the given functions are linearly dependent. Thus
\[ c_1(2t^3) + c_2(2t^2 + 1) + c_3(2t^2 + 1) = \]
\[ (2c_2 + 3c_3) + (2c_1 + c_3) + (-3c_1 + c_2) = 0 \text{ when } \]
\( (2c_2 + 3c_3) = 0, 2c_1 + c_3 = 0 \) and \(-3c_1 + c_2 = 0\). Thus \( c_1 = 1 \), \( c_2 = 3 \) and \( c_3 = -2 \).

13. That \( e^t \), \( e^{-t} \), and \( e^{-2t} \) are solutions can be verified by direct substitution. Computing the Wronskian we obtain,
\[ W(e^t, e^{-t}, e^{-2t}) = \begin{vmatrix} e^t & e^{-t} & e^{-2t} \\ e^t & -e^{-t} & -2e^{-2t} \\ e^t & e^{-t} & 4e^{-2t} \end{vmatrix} = e^{-2t} \begin{vmatrix} 1 & 1 & 1 \\ 1 & -1 & -2 \\ 1 & 1 & 4 \end{vmatrix} = -6e^{-2t} \]

17. To show that the given Wronskian is zero, it is helpful, in evaluating the Wronskian, to note that \((\sin^2 t)' = 2\sin t \cos t = \sin 2t\). This result can be obtained directly since \( \sin^2 t = (1 - \cos 2t)/2 = \frac{1}{10}(5) + (-1/2)\cos 2t \) and hence \( \sin^2 t \) is a linear combination of 5 and \( \cos 2t \). Thus the functions are linearly dependent and their Wronskian is zero.

19c. If we let \( L[y] = y^{(iv)} - 5y'' + 4y \) and if we use the result of Problem 19b, we have \( L[e^{rt}] = (r^4 - 5r^2 + 4)e^{rt} \). Thus \( e^{rt} \) will be a solution of the D.E. provided \( (r^2 - 4)(r^2 - 1) = 0 \). Solving for \( r \), we obtain the four solutions \( e^t \), \( e^{-t} \), \( e^{2t} \) and \( e^{-2t} \). Since
W(e^t, e^{-t}, e^{2t}, e^{-2t}) \neq 0, the four functions form a fundamental set of solutions.

21. Comparing this D.E. to that of Problem 20 we see that 
\[ p_1(t) = 2 \] and thus from the results of Problem 20 we have 
\[ W = c e^{\int 2dt} = c e^{-2t}. \]

27. As in Problem 26, let \( y = v(t)e^t \). Differentiating three times and substituting into the D.E. yields 
\[ (2-t)e^tv''' + (3-t)e^tv'' = 0. \] Dividing by \( (2-t)e^t \) and letting \( w = v'' \) we obtain the first order separable equation 
\[ w' = -\frac{t-3}{t-2}w = (-1 + \frac{1}{t-2})w. \] Separating \( t \) and \( w \), integrating, and then solving for \( w \) yields 
\[ w = v'' = c_1(t-2)e^{-t}. \] Integrating this twice then gives 
\[ v = c_1te^{-t} + c_2t + c_3 \] so that \( y = ve^t = c_1t + c_2te^t + c_3e^t \), which is the complete solution, since it contains the given \( y_1(t) \) and three constants.

2. If \(-1 + i\sqrt{3} = Re^{i\theta}\), then \( R = [(-1)^2 + (\sqrt{3})^2]^{1/2} = 2 \). The angle \( \theta \) is given by \( R\cos \theta = 2\cos \theta = -1 \) and \( R\sin \theta = 2\sin \theta = \sqrt{3} \). Hence \( \cos \theta = -1/2 \) and \( \sin \theta = \sqrt{3}/2 \) which has the solution \( \theta = 2\pi/3 \). The angle \( \theta \) is only determined up to an additive integer multiple of \( \pm 2\pi \).

8. Writing \((1-i)\) in the form \( Re^{i\theta}\), we obtain 
\[ (1-i) = \sqrt{2}e^{i(-\pi/4 + 2m\pi)} \] where \( m \) is any integer. Hence, 
\[ (1-i)^{1/2} = [2^{1/2}e^{i(-\pi/4 + 2m\pi)}]^{1/2} = 2^{1/4}e^{i(-\pi/8 + m\pi)}. \] We obtain the two square roots by setting \( m = 0, 1 \). They are 
\[ 2^{1/4}e^{-i\pi/8} \] and \[ 2^{1/4}e^{i7\pi/8}. \] Note that any other integer value of \( m \) gives one of these two values. Also note that \( 1-i \) could be written as \( 1-i = \sqrt{2}e^{i(\pi/4 - m\pi)} \).

12. We look for solutions of the form \( y = e^{rt} \). Substituting in the D.E., we obtain the characteristic equation 
\[ r^3 - 3r^2 + 3r - 1 = 0 \] which has roots \( r = 1, 1, 1 \). Since the roots are repeated, the general solution is 
\[ y = c_1e^t + c_2te^t + c_3t^2e^t. \]
15. We look for solutions of the form $y = e^{rt}$. Substituting in the D.E. we obtain the characteristic equation $r^6 + 1 = 0$. The six roots of $-1$ are obtained by setting $m = 0, 1, 2, 3, 4, 5$ in $(-1^{1/6} = e^{i(\pi + 2\pi m)/6}$. They are $e^{i\pi/6} = (\sqrt{3} + i)/2$, $e^{i\pi/2} = i$, $e^{i5\pi/6} = (-\sqrt{3} + i)/2$, $e^{i7\pi/6} = (-\sqrt{3} - i)/2$, $e^{i3\pi/2} = -i$, and $e^{i11\pi/6} = (\sqrt{3} - i)/2$. Note that there are three pairs of conjugate roots. The general solution is 

$$y = e^{\sqrt{3}t/2} [c_1\cos(t/2) + c_2\sin(t/2)]$$

$$+ e^{-\sqrt{3}t/2} [c_3\cos(t/2) + c_4\sin(t/2)] + c_5\cos t + c_6\sin t.$$

23. The characteristic equation is $r^3 - 5r^2 + 3r + 1 = 0$. Using the procedure suggested following Eq. (12) we try $r = 1$ as a root and find that indeed it is. Factoring out $(r-1)$ we are then left with $r^2 - 4r - 1 = 0$, which has the roots $2 \pm \sqrt{5}$.

27. The characteristic equation in this case is $12r^4 + 31r^3 + 75r^2 + 37r + 5 = 0$. Using an equation solver we find $r = -1, -1/3, -1 \pm 2i$. Thus

$$y = c_1e^{-t/4} + c_2e^{-t/3} + e^{-t} (c_3\cos 2t + c_4\sin 2t).$$

As in Problem 23, it is possible to find the first two of these roots without using an equation solver.

29. The characteristic equation is $r^3 + r = 0$ and hence $r = 0, -i, -i$ are the roots and the general solution is $y(t) = c_1 + c_2\cos t + c_3\sin t$. $y(0) = 0$ implies $c_1 + c_2 = 0$, $y'(0) = 1$ implies $c_3 = 1$ and $y''(0) = 2$ implies $-c_2 = 2$. Use this last equation in the first to find $c_1 = 2$ and thus $y(t) = 2 - 2\cos t + \sin t$, which continues to oscillate as $t \to \infty$.

30. The general solution is given by Eq. (21).

31. The general solution would normally be written $y(t) = c_1 + c_2t + c_3e^{2t} + c_4te^{2t}$. However, in order to evaluate the $c$'s when the initial conditions are given at $t = 1$, it is advantageous to rewrite $y(t)$ as $y(t) = c_1 + c_2t + c_5e^{2(t-1)} + c_6(t-1)e^{2(t-1)}$. 
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34. The characteristic equation is $4r^3 + r + 5 = 0$, which has roots $-1, \frac{1}{2} \pm i$. Thus

$$y(t) = c_1e^{-t} + e^{t/2}(c_2\cos t + c_3\sin t),$$

$$y'(t) = -c_1e^{-t} + e^{t/2}[(c_2/2 + c_3)\cos t + (-c_2 + c_3/2)\sin t]$$

and

$$y''(t) = c_1e^{-t} + e^{t/2}[(-3c_2/4 + c_3)\cos t + (-c_2 - 3c_3/4)\sin t].$$

The I.C. then yield $c_1 + c_2 = 2, -c_1 + c_2/2 + c_3 = 1$ and $c_1 - 3c_2/4 + c_3 = -1$. Solving these last three equations give $c_1 = 2/13, c_2 = 24/13$ and $c_3 = 3/13$.

37. The approach developed in this section for solving the D.E. would normally yield $y(t) = c_1\cos t + c_2\sin t + c_5e^t + c_6e^{-t}$ as the solution. Now use the definition of $\cosh x$ and $\sinh t$ to yield the desired result. It is convenient to use $\cosh t$ and $\sinh t$ rather than $e^t$ and $e^{-t}$ because the I.C. are given at $t = 0$. Since $\cosh t$ and $\sinh t$ and all of their derivatives are either $0$ or $1$ at $t = 0$, the algebra in satisfying the I.C. is simplified.

38a. Since $p_1(t) = 0$, $W = ce^{-\int 0\,dt} = c$.

39a. As in Section 3.8, the force that the spring designated by $k_1$ exerts on mass $m_1$ is $-3u_1$. By an analysis similar to that shown in Section 3.8, the middle spring exerts a force of $-2(u_1-u_2)$ on mass $m_1$ and a force of $-2(u_2-u_1)$ on mass $m_2$. In all cases the positive direction is taken in the direction shown in Figure 4.2.4.

39c. From Eq.(i) we have $u_1''(0) = 2u_2(0) - 5u_1(0) = -1$ and $u_2''(0) = 2u_2(0) - 5u_1(0) = 0$. From Prob.39b we have $u_1 = c_1\cos t + c_2\sin t + c_3\cos\sqrt{6}t + c_4\sin\sqrt{6}t$. Thus $c_1 + c_3 = 1, c_2 + \sqrt{6}c_4 = 0, -c_1 - 6c_3 = -1$ and $-c_2 - \sqrt{6}c_4 = 0$, which yield $c_1 = 1$ and $c_2 = c_3 = c_4 = 0$, so that $u_1 = \cos t$. The first of Eqs.(i) then gives $u_2$.
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1. First solve the homogeneous D.E. The characteristic
equation is \( r^3 - r^2 - r + 1 = 0 \), and the roots are \( r = -1, 1, 1 \); hence \( y_c(t) = c_1e^{-t} + c_2e^t + c_3te^t \). Using the superposition principle, we can write a particular solution as the sum of particular solutions corresponding to the D.E. \( y'''-y''-y'+y = 2e^{-t} \) and \( y'''-y''-y'+y = 3 \). Our initial choice for a particular solution, \( Y_1 \), of the first equation is \( Ae^{-t} \); but \( e^{-t} \) is a solution of the homogeneous equation so we multiply by \( t \). Thus, \( Y_1(t) = Ate^{-t} \). For the second equation we choose \( Y_2(t) = B \), and there is no need to modify this choice. The constants are determined by substituting into the individual equations. We obtain \( A = 1/2, B = 3 \). Thus, the general solution is \( y = c_1e^{-t} + c_2e^t + c_3te^t + 3 + (te^{-t})/2 \).

5. The characteristic equation is \( r^4 - 4r^2 = r^2(r^2-4) = 0 \), so \( y_c(t) = c_1 + c_2t + c_3e^{-2t} + c_4e^{2t} \). For the particular solution corresponding to \( t^2 \) we assume \( Y_1 = t^2(At^2 + Bt + C) \) and for the particular solution corresponding to \( e^t \) we assume \( Y_2 = De^t \). Substituting \( Y_1 \), in the D.E. yields \(-48A = 1, B = 0 \) and \( 24A-8C = 0 \) and substituting \( Y_2 \) yields \(-3D = 1 \). Solving for \( A, B, C \) and \( D \) gives the desired solution.

9. The characteristic equation for the related homogeneous D.E. is \( r^3 + 4r = 0 \) with roots \( r = 0, +2i, -2i \). Hence \( y_c(t) = c_1 + c_2\cos2t + c_3\sin2t \). The initial choice for \( Y(t) \) is \( At + B \), but since \( B \) is a solution of the homogeneous equation we must multiply by \( t \) and assume \( Y(t) = t(At+B) \). \( A \) and \( B \) are found by substituting in the D.E., which gives \( A = 1/8, B = 0 \), and thus the general solution is \( y(t) = \frac{1}{16}t^2 \). Applying the I.C. we have \( y(0) = 0 \rightarrow c_1 + c_2 = 0, \ y'(0) = 0 \rightarrow 2c_3 = 0, \) and \( y''(0) = 1 \rightarrow -4c_2 + 1/4 = 1 \), which have the solution \( c_1 = 3/16, c_2 = -3/16, c_3 = 0 \). For small \( t \) the graph will approximate \( 3(1-\cos2t)/16 \) and for large \( t \) it will be approximated by \( t^2/8 \).

13. The characteristic equation for the homogeneous D.E. is \( r^3 - 2r^2 + r = 0 \) with roots \( r = 0,1,1 \). Hence the complementary solution is \( y_c(t) = c_1 + c_2e^t + c_3te^t \). We
consider the differential equations $y''' - 2y'' + y' = t^3$ and $y''' - 2y'' + y' = 2e^t$ separately. Our initial choice for a particular solution, $Y_1$, of the first equation is $A_0t^3 + A_1t^2 + A_2t + A_3$; but since a constant is a solution of the homogeneous equation we must multiply by $t$. Thus $Y_1(t) = t(A_0t^3 + A_1t^2 + A_2t + A_3)$. For the second equation we first choose $Y_2(t) = B_0t + B_1$ but since both $e^t$ and $te^t$ are solutions of the homogeneous equation, we multiply by $t^2$ to obtain $Y_2(t) = B_1t^2e^t$. Then $Y(t) = Y_1(t) + Y_2(t)$ by the superposition principle and $y(t) = y_c(t) + Y(t)$.

17. The complementary solution is $y_c(t) = c_1 + c_2e^{-t} + c_3e^t + c_4te^t$. The superposition principle allows us to consider separately the D.E. $y^{[iv]} - y''' - y'' + y' = t^2 + 4$ and $y^{[iv]} - y''' - y' + y = tsint$. For the first equation our initial choice is $Y_1(t) = A_0t^2 + A_1t + A_2$; but this must be multiplied by $t$ since a constant is a solution of the homogeneous D.E. Hence $Y_1(t) = t(A_0t^2 + A_1t + A_2)$. For the second equation our initial choice that $Y_2 = (B_0t + B_1)cost + (C_0t + C_1)sint$ does not need to be modified. Hence $Y(t) = t(A_0t^2 + A_1t + A_2) + (B_0t + B_1)cost + (C_0t + C_1)sint$.

20. $(D-a)(D-b)f = (D-a)(Df-bf) = D^2f - (a+b)Df + abf$ and $(D-b)(D-a)f = (D-b)(Df-af) = D^2f - (b+a)Df + baf$. Since $a+b = b+a$ and $ab = ba$, we find the given equation holds for any function $f$.

22a. The D.E. of Problem 13 can be written as $D(D-1)^2y = t^3 + 2e^t$. Since $D^4$ annihilates $t^3$ and $(D-1)$ annihilates $2e^t$, we have $D^5(D-1)^3y = 0$, which corresponds to Eq.(ii) of Problem 21. The solution of this equation is $y(x) = A_1t^4 + A_2t^3 + A_3t^2 + A_4t + A_5 + (B_1t^2 + B_2t + B_3)e^{-t}$. Since $A_5 + (B_2t + B_3)e^{-t}$ are solutions of the homogeneous equation related to the original D.E., they may be deleted and thus $Y(t) = A_1t^4 + A_2t^3 + A_3t^2 + A_4t + B_1t^2e^{-t}$. 

Section 4.3
22b. \((D+1)^2(D^2+1)\) annihilates the right side of the D.E. of Problem 14.

22e. \(D^3(D^2+1)^2\) annihilates the right side of the D.E. of Problem 17.
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1. The complementary solution is \(y_c = c_1 + c_2 \cos t + c_3 \sin t\) and thus we assume a particular solution of the form \(Y = u_1(t) + u_2(t) \cos t + u_3(t) \sin t\). Differentiating and assuming Eq. (5), we obtain \(Y' = -u_2 \sin t + u_3 \cos t\) and
\[
u_1' + u_2' \cos t + u_3' \sin t = 0 \quad (a).
\]
Continuing this process we obtain \(Y'' = -u_2 \cos t - u_3 \sin t\), \(Y''' = u_2 \sin t - u_2' \cos t - u_3' \sin t\) and
\[
u_2' \sin t + u_3' \cos t = 0 \quad (b).
\]
Substituting \(Y\) and its derivatives, as given above, into the D.E. we obtain the third equation:
\[-u_2 \cos t - u_3' \sin t = \tan t \quad (c).
\]
Equations (a), (b) and (c) constitute Eqs. (10) of the text for this problem and may be solved to give \(u_1' = \tan t\), \(u_2' = -\sin t\), and \(u_3' = -\sin^2 t / \cos t\). Thus \(u_1 = -\ln \cos t\), \(u_2 = \cos t\) and \(u_3 = \sin t - \ln (\sec t + \tan t)\) and \(Y = -\ln \cos t + 1 - (\sin t) \ln (\sec t + \tan t)\). Note that the constant 1 can be absorbed in \(c_1\).

4. Replace \(\tan t\) in Eq. (c) of Prob. 1 by \(\sec t\) and use Eqs. (a) and (b) as in Prob. 1 to obtain \(u_1' = \sec t\), \(u_2' = -1\) and \(u_3' = -\sin t / \cos t\).

5. Replace \(\sec t\) in Problem 7 with \(e^{-t} \sin t\).

7. Since \(e^t\), \(\cos t\) and \(\sin t\) are solutions of the related homogenous equation we have \(Y(t) = u_1 e^t + u_2 \cos t + u_3 \sin t\). Eqs. (10) then are
\[
u_1' e^t + u_2' \cos t + u_3' \sin t = 0
\]
\[
u_1' e^t - u_2' \sin t + u_3' \cos t = 0
\]
\[
u_1' e^t - u_2' \cos t - u_3' \sin t = \sec t.
\]
Using Abel’s identity, \(W(t) = c \exp(-\int p_1(t) dt) = ce^t\).
Using the above equations, \( W(0) = 2 \), so \( c = 2 \) and
\[
W(t) = 2e^t. \quad \text{From Eq.(11), we have } u'_1(t) = \frac{\sec W_1(t)}{2e^t},
\]
where
\[
W_1 = \begin{vmatrix} 0 & \cos t & \sin t \\ 0 & -\sin t & \cos t \\ 1 & -\cos t & -\sin t \end{vmatrix} = 1 \quad \text{and thus}
\]
\[
u'_1(t) = \frac{1}{2}e^{-t}/\cos t. \quad \text{Likewise}
\]
\[
u'_2 = \frac{\sec W_2(t)}{2e^t} = \frac{-1}{2}\sec \left( \cos t - \sin t \right) \quad \text{and}
\]
\[
u'_3 = \frac{\sec W_3(t)}{2e^t} = \frac{1}{2}\sec \left( \sin t + \cos t \right). \quad \text{Thus}
\]
\[
u_1 = \frac{1}{2} \int_{t_0}^{t} e^{s}ds, \quad u_2 = \frac{1}{2}t - \frac{1}{2} \ln(\cos t) \quad \text{and } u_3 = -\frac{1}{2}t + \frac{1}{2} \ln(\cos t)
\]
which, when substituted into the assumed form for \( Y \), yields
the desired solution.

11. Since the D.E. is the same as in Problem 7, we may use
the complete solution from that, with \( t_0 = 0 \). Thus
\[
y(0) = c_1 + c_2 = 2, \quad y'(0) = c_1 + c_3 - \frac{1}{2} + \frac{1}{2} = -1 \quad \text{and}
\]
\[
y''(0) = c_1 - c_2 + \frac{1}{2} - 1 + \frac{1}{2} = 1. \quad \text{Again, a computer}
\]
algebra system may be used to yield the respective
derivatives.

14. Since a fundamental set of solutions of the homogeneous
D.E. is \( y_1 = e^t, \quad y_2 = \cos t, \quad y_3 = \sin t \), a particular
solution is of the form \( Y(t) = e^t u_1(t) + (\cos t) u_2(t) +
(\sin t) u_3(t) \). Differentiating and making the same
assumptions that lead to Eqs.(10), we obtain
\[
u'_1e^t + u'_2 \cos t + u'_3 \sin t = 0
\]
\[
u'_1e^t - u'_2 \sin t + u'_3 \cos t = 0
\]
\[
u'_1e^t - u'_2 \cos t - u'_3 \sin t = g(t)
\]
Solving these equations using either determinants or by
elimination, we obtain \( u'_1 = (1/2)e^{-t}g(t), \)
\( u'_2 = (1/2)(\sin t - \cos t)g(t), u'_3 = -(1/2)(\sin t + \cos t)g(t). \)
Integrating these and substituting into \( Y \) yields
\[ Y(t) = \frac{1}{2} \left( e^t \int_{t_0}^{t} e^{-s} g(s) \, ds + \cos t \int_{t_0}^{t} \sin s - \cos s \, g(s) \, ds \right) - \sin t \int_{t_0}^{t} \sin s + \cos s \, g(s) \, ds. \]

This can be written in the form
\[ Y(t) = \frac{1}{2} \int_{t_0}^{t} \left( e^{t-s} + \cos t \sin s - \cos t \cos s \right) g(s) \, ds. \]

If we use the trigonometric identities \( \sin(A-B) = \sin A \cos B - \cos A \sin B \) and \( \cos(A-B) = \cos A \cos B + \sin A \sin B \), we obtain the desired result. Note: Eqs. (11) and (12) of this section give the same result, but it is not recommended to memorize these equations.

16. The particular solution has the form \( Y = e^t u_1(t) + te^t u_2(t) + t^2 e^t u_3(t) \). Differentiating, making the same assumptions as in the earlier problems, and solving the three linear equations for \( u'_1, \ u'_2, \) and \( u'_3 \) yields
\[ u'_1 = (1/2) t^2 e^{-t} g(t), \ u'_2 = -te^{-t} g(t) \text{ and } u'_3 = (1/2) e^{-t} g(t). \]

Integrating and substituting into \( Y \) yields the desired solution. For instance
\[ te^t u_2 = -te^t \int_{t_0}^{t} se^{-s} g(s) \, ds = -\frac{1}{2} \int_{t_0}^{t} 2tse^{(t-s)} g(s) \, ds, \] and likewise for \( u_1 \) and \( u_3 \). If \( g(t) = t^{-2} e^t \) then \( g(s) = e^{s}/s^2 \) and the integration is accomplished using the power rule. Note that terms involving \( t_0 \) become part of the complimentary solution.
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2. Use the ratio test:

\[
\lim_{n \to \infty} \frac{|(n+1)x^{n+1}/2^{n+1}|}{|nx^n/2^n|} = \lim_{n \to \infty} \frac{n+1}{n} \frac{1}{2} |x| = \frac{|x|}{2}.
\]

Therefore the series converges absolutely for \( |x| < 2 \).

For \( x = 2 \) and \( x = -2 \) the \( n^{th} \) term does not approach zero as \( n \to \infty \) so the series diverge. Hence the radius of convergence is \( \rho = 2 \).

5. Use the ratio test:

\[
\lim_{n \to \infty} \frac{|(2x+1)^n/(n+1)^2|}{|(2x+1)^n/n^2|} = \lim_{n \to \infty} \frac{n^2}{(n+1)^2} |2x+1| = |2x+1|.
\]

Therefore the series converges absolutely for \( |2x+1| < 1 \), or \( |x+1/2| < 1/2 \). At \( x = 0 \) and \( x = -1 \) the series also converge absolutely. However, for \( |x+1/2| > 1/2 \) the series diverges by the ratio test. The radius of convergence is \( \rho = 1/2 \).

9. For this problem \( f(x) = \sin x \). Hence \( f'(x) = \cos x \), \( f''(x) = -\sin x \), \( f'''(x) = -\cos x \), ... . Then \( f(0) = 0 \), \( f'(0) = 1 \), \( f''(0) = 0 \), \( f'''(0) = -1 \), ... . The even terms in the series will vanish and the odd terms will alternate in sign. We obtain \( \sin x = \sum_{n=0}^{\infty} (-1)^n x^{2n+1}/(2n+1)! \). From the ratio test it follows that \( \rho = \infty \).

12. For this problem \( f(x) = x^2 \). Hence \( f'(x) = 2x \), \( f''(x) = 2 \), and \( f^{(n)}(x) = 0 \) for \( n > 2 \). Then \( f(-1) = 1 \), \( f'(-1) = -2 \), \( f''(-1) = 2 \) and \( x^2 = 1 - 2(x+1) + 2(x+1)^2/2! = 1 - 2(x+1) + (x+1)^2 \). Since the series terminates after a finite number of terms, it converges for all \( x \). Thus \( \rho = \infty \).

13. For this problem \( f(x) = \ln x \). Hence \( f'(x) = 1/x \), \( f''(x) = -1/x^2 \), \( f'''(x) = 1/2/x^3 \), ... , and \( f^{(n)}(x) = (-1)^{n+1}(n-1)!/x^n \). Then \( f(1) = 0 \), \( f'(1) = 1 \), \( f''(1) = -1 \), \( f'''(1) = 1/2 \), ... , \( f^{(n)}(1) = (-1)^{n+1}(n-1)! \). The Taylor series is \( \ln x = (x-1) - (x-1)^2/2 + (x-1)^3/3 - \ldots = \sum_{n=1}^{\infty} (-1)^{n+1}(x-1)^n/n \). It follows from the ratio test that
the series converges absolutely for \(|x-1| < 1\). However, the series diverges at \(x = 0\) so \(\rho = 1\).

18. Writing the individual terms of \(y\), we have
\[
y = a_0 + a_1x + a_2x^2 + \ldots + a_nx^n + \ldots,
\]
so
\[
y' = a_1 + 2a_2x + 3a_3x^2 + \ldots + (n+1)a_{n+1}x^n + \ldots,
\]
and
\[
y'' = 2a_2 + 3\cdot2a_3x + 4\cdot3a_4x^2 + \ldots + (n+2)(n+1)a_{n+2}x^n + \ldots.
\]
If \(y'' = y\), we then equate coefficients of like powers of \(x\) to obtain
\[
2a_2 = a_0, \quad 3\cdot2a_3 = a_1, \quad 4\cdot3a_4 = a_2, \quad \ldots \quad (n+2)(n+1)a_{n+2} = a_n,
\]
which yields the desired result for \(n = 0, 1, 2, 3, \ldots\).

19. Set \(m = n-1\) on the right hand side of the equation. Then \(n = m+1\) and when \(n = 1\), \(m = 0\). Thus the right hand side
\[
\sum_{m=0}^{\infty}a_m(x-1)^{m+1},
\]
becomes \(\sum_{m=0}^{\infty}a_m(x-1)^{m+1}\), which is the same as the left hand side when \(m\) is replaced by \(n\).

23. Multiplying each term of the first series by \(x\) yields
\[
x \sum_{n=1}^{\infty} na_n x^{n-1} = \sum_{n=1}^{\infty} na_n x^{n} = \sum_{n=0}^{\infty} na_n x^{n},
\]
where the last equality can be verified by writing out the first few terms. Changing the index from \(k\) to \(n\) \((n=k)\) in the second series then yields
\[
\sum_{n=0}^{\infty} na_n x^{n} + \sum_{n=0}^{\infty} a_n x^{n} = \sum_{n=0}^{\infty} (n+1)a_n x^{n}. 
\]

25. \[
\sum_{m=2}^{\infty} m(m-1)a_m x^{m-2} + x \sum_{k=1}^{\infty} ka_k x^{k-1} =
\]
\[
\sum_{n=0}^{\infty} (n+2)(n+1)a_{n+2} x^{n} + \sum_{k=1}^{\infty} ka_k x^{k} =
\]
\[
\sum_{n=0}^{\infty} [(n+2)(n+1)a_{n+2} + na_n]x^{n}. \quad \text{In the first case we have}
\]
let \(n = m - 2\) in the first summation and multiplied each term of the second summation by \(x\). In the second case we have let \(n = k\) and noted that for \(n = 0\), \(na_n = 0\).

28. If we shift the index of summation in the first sum by
letting $m = n-1$, we have
\[ \sum_{n=1}^{\infty} na_n x^{n-1} = \sum_{m=0}^{\infty} (m+1)a_{m+1} x^m. \]
Substituting this into the given equation and letting $m = n$ again, we obtain:
\[ \sum_{n=0}^{\infty} (n+1)a_{n+1} x^n + 2 \sum_{n=0}^{\infty} a_n x^n = 0, \]
or
\[ \sum_{n=0}^{\infty} [(n+1)a_{n+1} + 2a_n] x^n = 0. \]
Hence $a_{n+1} = -2a_n/(n+1)$ for $n = 0, 1, 2, 3, \ldots$. Thus
\[ a_1 = -2a_0, \quad a_2 = -2a_1/2 = 2^2a_0/2, \quad a_3 = -2a_2/3 = -2^3a_0/2 \cdot 3 = -2^3a_0/3! \ldots \] and $a_n = (-1)^n 2^n a_0/n!$. Notice that for $n = 0$ this formula reduces to $a_0$ so we can write
\[ \sum_{n=0}^{\infty} a_n x^n = \sum_{n=0}^{\infty} (-1)^n 2^n a_0 x^n / n! = a_0 \sum_{n=0}^{\infty} (-2x)^n / n! = a_0 e^{-2x}. \]

Section 5.2

2. $y = \sum_{n=0}^{\infty} a_n x^n$; $y' = \sum_{n=1}^{\infty} na_n x^{n-1}$ and since we must multiply $y'$ by $x$ in the D.E. we do not shift the index; and
\[ y'' = \sum_{n=2}^{\infty} n(n-1)a_n x^{n-2} = \sum_{n=0}^{\infty} (n+2)(n+1)a_{n+2} x^n. \]
Substituting in the D.E., we obtain
\[ \sum_{n=0}^{\infty} (n+2)(n+1)a_{n+2} x^n - \sum_{n=1}^{\infty} na_n x^n - \sum_{n=0}^{\infty} a_n x^n = 0. \]
In order to have the starting point the same in all three summations, we let $n = 0$ in the first and third terms to obtain the following
\[ (2^1 a_2 - a_0) x^0 + \sum_{n=1}^{\infty} [(n+2)(n+1)a_{n+2} - (n+1)a_n] x^n = 0. \]
Thus $a_{n+2} = a_n/(n+2)$ for $n = 1, 2, 3, \ldots$. Note that the recurrence relation is also correct for $n = 0$. We show how to calculate the odd $a$'s:
\[ a_3 = a_1/3, \quad a_5 = a_3/5 = a_1/5, \quad a_7 = a_5/7 = a_1/7, \ldots. \]
Now notice that \( a_3 = 2a_1/(2 \cdot 3) = 2a_1/3! \), that \( a_5 = 2 \cdot 4a_1/(2 \cdot 3 \cdot 4 \cdot 5) = 2^2a_1/5! \), and that \( a_7 = 2 \cdot 4 \cdot 6a_1/(2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7) = 2^3 \cdot 3! \cdot a_1/7! \). Likewise \( a_9 = a_7/9 = 2^3 \cdot 3! \cdot a_1/(7! \cdot 9) = 2^4 \cdot 4! \cdot a_1/9! \).
Continuing we have \( a_{2m+1} = 2^m \cdot m! \cdot a_1/(2m+1)! \). In the same way we find that the even \( a \)'s are given by \( a_{2m} = a_0/2^m \cdot m! \).
Thus
\[
y = a_0 \sum_{m=0}^{\infty} \frac{x^{2m}}{2^m m!} + a_1 \sum_{m=0}^{\infty} \frac{2^m m! \cdot x^{2m+1}}{(2m+1)!}.\]

3. \( y = \sum_{n=0}^{\infty} a_n (x-1)^n; \quad y' = \sum_{n=1}^{\infty} n a_n (x-1)^{n-1} = \sum_{n=0}^{\infty} (n+1) a_{n+1} (x-1)^n, \)
and
\[
y'' = \sum_{n=2}^{\infty} n(n-1) a_n (x-1)^{n-2} = \sum_{n=0}^{\infty} (n+2)(n+1) a_{n+2} (x-1)^n.\]
Substituting in the D.E. and setting \( x = 1 + (x-1) \) we obtain
\[
\sum_{n=0}^{\infty} (n+2)(n+1) a_{n+2} (x-1)^n - \sum_{n=0}^{\infty} (n+1) a_{n+1} (x-1)^n - \sum_{n=1}^{\infty} n a_n (x-1)^n = \sum_{n=0}^{\infty} a_n (x-1)^n = 0,
\]
where the third term comes from:
\[-(x-1)y' = \sum_{n=1}^{\infty} (n+1) a_{n+1} (x-1)^{n+1} = -\sum_{n=0}^{\infty} n a_n (x-1)^n.\]
Letting \( n = 0 \) in the first, second, and the fourth sums, we obtain
\[
(2 \cdot 1 \cdot a_2 - 1 \cdot a_1 - a_0) (x-1)^0 + \sum_{n=1}^{\infty} [(n+2)(n+1) a_{n+2} - (n+1) a_{n+1} - n a_n] (x-1)^n = 0.
\]
Thus \((n+2)a_{n+2} - a_{n+1} - a_n = 0\) for \( n = 0, 1, 2, \ldots \). This recurrance relation can be used to solve for \( a_2 \) in terms of \( a_0 \) and \( a_1 \), then for \( a_3 \) in terms of \( a_0 \) and \( a_1 \), etc. In many cases it is easier to first take \( a_0 = 0 \) and generate...
one solution and then take $a_1 = 0$ and generate the second linearly independent solution. Thus, choosing $a_0 = 0$ we find that $a_2 = a_1/2$, $a_3 = (a_2+a_1)/3 = a_1/2$, $a_4 = (a_3+a_2)/4 = a_1/4$, $a_5 = (a_4+a_3)/5 = 3a_1/20$, \ldots. This yields the solution $y_2(x) = a_1[(x-1) + (x-1)^2/2 + (x-1)^3/2 + (x-1)^4/4 + 3(x-1)^5/20 + \ldots]$. The second independent solution may be obtained by choosing $a_1 = 0$. Then $a_2 = a_0/2$, $a_3 = (a_2+a_1)/3 = a_0/6$, $a_4 = (a_3+a_2)/4 = a_0/6$, $a_5 = (a_4+a_3)/5 = a_0/15$, \ldots. This yields the solution $y_1(x) = a_0[1+(x-1)^2/2+(x-1)^3/6+(x-1)^4/6+(x-1)^5/15+\ldots]$.

5. $y = \sum_{n=0}^{\infty} a_n x^n$; $y' = \sum_{n=1}^{\infty} n a_n x^{n-1}$; and $y'' = \sum_{n=2}^{\infty} n(n-1) a_n x^{n-2}$. Substituting in the D.E. and shifting the index in both summations for $y''$ gives

$$\sum_{n=0}^{\infty} (n+2)(n+1) a_{n+2} x^n - \sum_{n=1}^{\infty} (n+1)n a_n x^n + \sum_{n=0}^{\infty} a_n x^n = (2a_2 + a_0)x^0 + \sum_{n=1}^{\infty} [(n+2)(n+1) a_{n+2} - (n+1)n a_n + a_n] x^n = 0.$$

Thus $a_2 = -a_0/2$ and $a_{n+2} = n a_{n+1}/(n+2) - a_n/(n+2)(n+1)$, $n = 1, 2, \ldots$. Choosing $a_0 = 0$ yields $a_2 = 0$, $a_3 = -a_1/6$, $a_4 = 2a_3/4 = -a_1/12$, \ldots which gives one solution as $y_2(x) = a_1(x - x^3/6 - x^4/12 + \ldots)$. A second linearly independent solution is obtained by choosing $a_1 = 0$. Then $a_2 = -a_0/2$, $a_3 = a_2/3 = -a_0/6$, $a_4 = 2a_3/4 = a_2/12 = -a_0/24$, \ldots which gives $y_1(x) = a_0(1 - x^2/2 - x^3/6 - x^4/24 + \ldots)$.

8. If $y = \sum_{n=1}^{\infty} a_n (x-1)^n$ then

$$xy = [1+(x-1)]y = \sum_{n=1}^{\infty} a_n (x-1)^n + \sum_{n=1}^{\infty} a_n (x-1)^{n+1},$$

$$y' = \sum_{n=1}^{\infty} na_n (x-1)^{n-1},$$

and

$$xy'' = [1+(x-1)]y''$$
\[ \sum_{n=1}^{\infty} n(n-1)a_n(x-1)^{n-2} + \sum_{n=1}^{\infty} n(n-1)a_n(x-1)^{n-1}. \]

14. You will need to rewrite \( x+1 \) as \( 3 + (x-2) \) in order to multiply \( x+1 \) times \( y' \) as a power series about \( x_0 = 2 \).

16a. From Problem 6 we have
\[ y(x) = c_1(1 - x^2 + \frac{1}{6}x^4 + \ldots) + c_2(x - \frac{1}{4}x^3 + \frac{7}{160}x^5 + \ldots). \]
Now \( y(0) = c_1 = -1 \) and \( y'(0) = c_2 = 3 \) and thus
\[ y(x) = -1 + x^2 - \frac{1}{6}x^4 + 3x - \frac{3}{4}x^3 - \frac{1}{6}x^4 + \ldots. \]

16c. By plotting \( f = -1 + 3x + x^2 - 3x^3/4 \) and \( g = f - x^4/6 \) between \(-1\) and \( 1 \) it appears that \( f \) is a reasonable approximation for \( |x| < 0.7 \).

19. The D.E. transforms into \( u''(t) + t^2u'(t) + (t^2+2t)u(t) = 0 \).

Assuming that \( u(t) = \sum_{n=0}^{\infty} a_n t^n \), we have \( u'(t) = \sum_{n=1}^{\infty} na_n t^{n-1} \) and
\[ u''(t) = \sum_{n=2}^{\infty} n(n-1)a_n t^{n-2}. \]
Substituting in the D.E. and shifting indices yields
\[ \sum_{n=0}^{\infty} (n+2)(n+1)a_{n+2} t^n + \sum_{n=2}^{\infty} (n-1)a_{n-1} t^n + \sum_{n=2}^{\infty} a_n t^n + \sum_{n=1}^{\infty} 2a_{n-1} t^n = 0, \]

\[ 2+1a_2 t^0 + (3+2a_3 + 2a_0) t^1 + \sum_{n=2}^{\infty} [(n+2)(n+1)a_{n+2} \]
\[ + (n+1)a_{n-1} + a_{n-2}] t^n = 0. \]

It follows that \( a_2 = 0, a_3 = -a_0/3 \) and
\[ a_{n+2} = -a_{n-1}/(n+2) - a_{n-2}/[(n+2)(n+1)], \quad n = 2, 3, 4, \ldots. \]
We obtain one solution by choosing \( a_1 = 0 \). Then \( a_4 = -a_0/12, a_5 = a_0/5 - a_1/20 = 0, a_6 = -a_3/6 - a_2/30 = a_0/18, \ldots \) . Thus one solution is \( u_1(t) = a_0(1 - t^3/3 - t^4/12 + t^6/18 + \ldots) \) so \( y_1(x) = u_1(x-1) = a_0[1 - (x-1)^3/3 - (x-1)^4/12 + (x-1)^6/18 + \ldots]. \)
We obtain a second solution by choosing $a_0 = 0$. Then 
\[ a_4 = -a_1/4, \quad a_5 = -a_2/5 - a_1/20, \]
\[ a_6 = -a_3/6 - a_2/30 = 0, \quad a_7 = -a_4/7 - a_3/42 = a_1/28, \ldots. \]
Thus a second linearly independent solution is 
\[ u_2(t) = a_1(t - t^4/4 - t^5/20 + t^7/28 + \ldots) \] or 
\[ y_2(x) = u_2(x-1) = a_1[(x-1) - (x-1)^4/4 - (x-1)^5/20 + (x-1)^7/28 + \ldots]. \]
The Taylor series for $x^2 - 1$ about $x = 1$ may be obtained by writing $x = (x-1) + 1$ so $x^2 = (x-1)^2 + 2(x-1) + 1$ and 
\[ x^2 - 1 = (x-1)^2 + 2(x-1). \] The D.E. now appears as 
\[ y'' + (x-1)^2y' + [(x-1)^2 + 2(x-1)]y = 0 \] which is identical to the transformed equation with $t = x - 1$.

22b. 
\[ y = a_0 + a_1x + a_2x^2 + \ldots, \quad y^2 = a_0^2 + 2a_0a_1x + (2a_0a_2 + a_1^2)x^2 + \ldots, \quad y' = a_1 + 2a_2x + 3a_3x^2 + \ldots. \]
Substituting these into $(y')^2 = 1 - y^2$ and collecting coefficients of like powers of $x$ yields 
\[ (a_1^2 + a_0^2 - 1) + (4a_1a_2 + 2a_0a_1)x + (6a_1a_3 + 4a_2^2 + 2a_0a_2 + a_1^2)x^2 + \ldots = 0. \]
As in the earlier problems, each coefficient must be zero. The I.C. $y(0) = 0$ requires that $a_0 = 0$, and thus $a_1^2 + a_0^2 - 1 = 0$ gives $a_1^2 = 1$. However, the D.E. indicates that $y'$ is always positive, so $y'(0) = a_1 > 0$ implies $a_1 = 1$. Then $4a_1a_2 + 2a_0a_1 = 0$ implies that $a_2 = 0$; and $6a_1a_3 + 4a_2^2 + 2a_0a_2 + a_1^2 = 6a_1a_3 + a_1^2 = 0$ implies that $a_3 = -1/6$. Thus 
\[ y = x - x^3/3! + \ldots. \]

26. We have $y(x) = a_0y_1 + a_1y_2$, where $y_1$ and $y_2$ are found in
Problem 10. Now \( y(0) = a_0 = 0 \) and \( y'(0) = a_1 = 1 \). Thus
\[
y(x) = x - \frac{x^3}{12} - \frac{x^5}{240} - \frac{x^7}{2240}.
\]

Section 5.3, Page 253

1. The D.E. can be solved for \( y'' \) to yield \( y'' = -xy' - y \). If \( y = \phi(x) \) is a solution, then \( \phi''(x) = -x\phi'(x) - \phi(x) \) and thus setting \( x = 0 \) we obtain \( \phi''(0) = -0 - 1 = -1 \).
Differentiating the equation for \( y'' \) yields
\[
y''' = -xy'' - 2y'
\]
and hence setting \( y = \phi(x) \) again yields
\[
\phi'''(0) = -0 - 0 = 0.
\]
In a similar fashion
\[
y^{(iv)} = -xy''' - 3y''\text{ and thus } \phi^{(iv)}(0) = -0 - 3(-1) = 3.
\]
The process can be continued to calculate higher derivatives of \( \phi(x) \).

6. The zeros of \( P(x) = x^2 - 2x - 3 \) are \( x = -1 \) and \( x = 3 \). For \( x_0 = 4 \), \( x_0 = -4 \), and \( x_0 = 0 \) the distance to the nearest zero of \( P(x) \) is 1, 3, and 1, respectively. Thus a lower bound for the radius of convergence for series solutions in powers of \((x-4)\), \((x+4)\), and \( x \) is \( \rho = 1 \), \( \rho = 3 \), and \( \rho = 1 \), respectively.

9a. Since \( P(x) = 1 \) has no zeros, the radius of convergence for \( x_0 = 0 \) is \( \rho = \infty \).

9f. Since \( P(x) = x^2 + 2 \) has zeros at \( x = \pm\sqrt{2} \), the lower bound for the radius of convergence of the series solution about \( x_0 = 0 \) is \( \rho = \sqrt{2} \).

9h. Since \( x_0 = 1 \) and \( P(x) = x \) has a zero at \( x = 0 \), \( \rho = 1 \).

10a. If we assume that \( y = \sum_{n=2}^{\infty} a_n x^n \), then \( y' = \sum_{n=2}^{\infty} n a_n x^{n-1} \) and
\[
y'' = \sum_{n=2}^{\infty} n(n-1) a_n x^{n-2}.
\]
Substituting in the D.E., shifting indices of summation, and collecting coefficients of like powers of \( x \) yields the equation
\[
(2\cdot1a_2 + \alpha^2 a_0)x^0 + [3\cdot2a_3 + (\alpha^2 - 1)a_1]x^1
\]
\[ \sum_{n=2}^{\infty} [(n+2)(n+1)a_{n+2} + (\alpha^2 - n^2)a_n]x^n = 0. \]

Hence the recurrence relation is
\[ a_{n+2} = (n^2 - \alpha^2)a_n / (n+2)(n+1), \quad n = 0, 1, 2, \ldots. \]

For the first solution we choose \( a_1 = 0 \). We find that
\[ a_2 = -\alpha^2 a_0 \cdot 2! \cdot 1, \quad a_3 = 0, \quad a_4 = (2^2 - \alpha^2)a_2 / 4 \cdot 3 = -(2^2 - \alpha^2)\alpha^2 a_0 / 4! \]
\[ \ldots, \quad a_{2m} = -[(2m-2)^2 - \alpha^2] \ldots (2^2 - \alpha^2)\alpha^2 a_0 / (2m)! , \]
and \( a_{2m+1} = 0 \), so \( y_1(x) = 1 - \alpha^2 x^2 - (2^2 - \alpha^2)\alpha^2 x^4 - \ldots \)
\[ - [ (2m-2)^2 - \alpha^2 ] \ldots (2^2 - \alpha^2)\alpha^2 x^{2m} - \ldots , \]
where we have set \( a_0 = 1 \). For the second solution we take \( a_0 = 0 \) and \( a_1 = 1 \) in the recurrence relation to obtain the desired solution.

10b. If \( \alpha \) is an even integer \( 2k \) then \((2m-2)^2 - \alpha^2 = (2m-2)^2 - 4k^2 = 0 \). Thus when \( m = k+1 \) all terms in the series for \( y_1(x) \) are zero after the \( x^{2k} \) term. A similar argument shows that if \( \alpha = 2k+1 \) then all terms in \( y_2(x) \) are zero after the \( x^{2k+1} \).

11. The Taylor series about \( x = 0 \) for \( \sin x \) is
\[ \sin x = x - x^3/3! + x^5/5! - \ldots . \]
Assuming that
\[ y = \sum_{n=2}^{\infty} a_n x^n \]
we find \( y'' + (\sin x)y = 2a_2 + 6a_3 x + 12a_4 x^2 + \ldots \)
\[ + (x-x^3/3!+x^5/5!-\ldots) \left( a_0+a_1x+a_2x^2+a_3x^3+a_4x^4+\ldots \right) \]
\[ = 2a_2 + (6a_3+a_0)x + (12a_4+a_1)x^2 + (20a_5+a_2-a_0/6)x^3 + \]
\[ (30a_6+a_3-a_1/6)x^4 + (42a_7+a_4+a_0/5!)x^5 + \ldots = 0. \]
Hence
\[ a_0 = 0, \quad a_2 = -a_0/6, \quad a_4 = -a_1/12, \quad a_5 = a_0/120, \]
\[ a_6 = (a_1+a_0)/180, \quad a_7 = -a_0/7! + a_1/504, \ldots . \]
We set \( a_0 = 1 \) and \( a_1 = 0 \) and obtain
\[ y_1(x) = (1 - x^3/6 + x^5/120 + x^7/180 + \ldots). \]
Next we set \( a_0 = 0 \) and \( a_1 = 1 \) and obtain
\[ y_2(x) = (x - x^4/12 + x^6/180 + x^7/504 + \ldots). \]
p(x) = 1 and q(x) = \sin x both have \rho = \infty, the solution in this case converges for all x, that is, \rho = \infty

18. We know that \( e^x = 1 + x + x^2/2! + x^3/3! + \ldots \), and therefore \( e^{x^2} = 1 + x^2 + x^4/2! + x^6/3! + \ldots \). Hence, if \( y = \sum a_n x^n \), we have

\[
a_1 + 2a_2x + 3a_3x^2 + \ldots = (1 + x^2 + x^4/2 + \ldots)(a_0 + a_1x + a_2x^2 + \ldots) = a_0 + a_1x + (a_0 + a_2)x^2 + \ldots
\]

Thus, \( a_1 = a_0 \), \( 2a_2 = a_1 \) and \( 3a_3 = a_0 + a_2 \), which yield the desired solution.

20. Substituting \( y = \sum_{n=2}^{\infty} a_n x^n \) into the D.E. we obtain

\[
\sum_{n=2}^{\infty} na_{n-1}x^{n-1} - \sum_{n=2}^{\infty} a_n x^n = x^2.
\]

Shifting indices in the summation yields \( \sum_{n=2}^{\infty} [(n+1)a_{n+1} - a_n]x^n = x^2 \). Equating coefficients of both sides then gives: \( a_1 - a_0 = 0, 2a_2 - a_1 = 0, 3a_3 - a_2 = 1 \) and \( (n+1)a_{n+1} = a_n \) for \( n = 3, 4, \ldots \). Thus \( a_1 = a_0 \), \( a_2 = a_1/2 = a_0/2 \), \( a_3 = 1/3 + a_2/3 = 1/3 + a_0/2 \cdot 3 \), \( a_4 = a_3/4 = 1/3 \cdot 4 + a_0/2 \cdot 3 \cdot 4 \), \ldots, \( a_n = a_{n-1}/n = 2/n! + a_0/n! \) and hence

\[
y(x) = a_0(1 + x + \frac{x^2}{2!} + \ldots + \frac{x^n}{n!} + \ldots) + 2(\frac{x^3}{3!} + \frac{x^4}{4!} + \ldots + \frac{x^n}{n!} + \ldots).
\]

Using the power series for \( e^x \), the first and second sums can be rewritten as \( a_0 e^x + 2(e^x - 1 - x - x^2/2) \).

22. Substituting \( y = \sum_{n=2}^{\infty} a_n x^n \) into the Legendre equation, shifting indices, and collecting coefficients of like powers of x yields

\[
[2\cdot 1 \cdot a_2 + \alpha(\alpha+1)a_0]x^0 + [3\cdot 2 \cdot a_3 - (2\cdot 1 - \alpha(\alpha+1))a_1]x^1 + \sum_{n=2}^{\infty} [(n+2)(n+1)a_{n+2} - n(n+1) - \alpha(\alpha+1)]a_n x^n = 0.
\]

Thus \( a_2 = -\alpha(\alpha+1)a_0/2! \), \( a_3 = [2\cdot 1 - \alpha(\alpha+1)]a_1/3! = -(\alpha - 1)(\alpha+2)a_1/3! \) and the recurrence relation is
(n+2)(n+1)a_{n+2} = -[\alpha(n+1) - n(n+1)]a_n = -(\alpha-n)(\alpha+n+1)a_n, \quad n = 2, 3, \ldots. \quad \text{Setting } a_1 = 0, \ a_0 = 1 \text{ yields a solution with } a_3 = a_5 = a_7 = \ldots = 0 \text{ and } a_4 = \alpha(\alpha-2)(\alpha+1)/4!, \ldots, \quad a_{2m} = (-1)^m\alpha(\alpha-2)(\alpha-4) \ldots (\alpha-2m+2)(\alpha+1)(\alpha+3) \ldots (\alpha+2m-1)/(2m)!, \ldots. \quad \text{The second linearly independent solution is obtained by setting } a_0 = 0 \text{ and } a_1 = 1. \quad \text{The coefficients are } a_2 = a_4 = a_6 = \ldots = 0 \text{ and } a_3 = -(\alpha-1)(\alpha+2)/3!, \quad a_5 = -(\alpha-3)(\alpha+4)a_3/5! = (\alpha-1)(\alpha-3)(\alpha+2)(\alpha+4)/5!, \ldots.

26. Using the chain rule we have:
\[
\frac{dP(\phi)}{d\phi} = \frac{dP(\phi(x))}{dx} \frac{dx}{d\phi} = -f'(x)\sin(\phi(x)) = -f'(x)\sqrt{1-x^2},
\]
\[
\frac{d^2P(\phi)}{d\phi^2} = \frac{d}{dx}[-f'(x)\sqrt{1-x^2}] \frac{dx}{d\phi} = (1-x^2)f''(x) - xf'(x),
\]
which when substituted into the D.E. yields the desired result.

28. Since \[(1-x^2)y')' = (1-x^2)y'' - 2xy', \text{ the Legendre Equation, from Problem 22, can be written as shown. Thus, carrying out the steps indicated yields the two equations:}
P_n[(1-x^2)P_n']' = -n(n+1)P_n P_m
P_0[(1-x^2)P_m']' = -m(m+1)P_n P_m.
As long as \(n \neq m\) the second equation can be subtracted from the first and the result integrated from \(-1\) to \(1\) to obtain
\[
\int_{-1}^{1} \{P_m[(1-x^2)P_n']' - P_n[(1-x^2)P_m']'\}dx = [m(m+1) - n(n+1)] \int_{-1}^{1} P_n P_m dx
\]
The left side may be integrated by parts to yield
\[
[P_m(1-x^2)P_n' - P_n(1-x^2)P_m']_{-1}^{1} + \int_{-1}^{1} [P_m'(1-x^2)P_n' - P_n'(1-x^2)P_m']dx,
\]
which is zero. Thus \(\int_{-1}^{1} P_n(x)P_m(x)dx = 0\) for \(n \neq m\).
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1. Since the coefficients of \(y\), \(y'\) and \(y''\) have no common factors and since \(P(x)\) vanishes only at \(x = 0\) we conclude that \(x = 0\) is a singular point. Writing the D.E. in the form \(y'' + p(x)y' + q(x)y = 0\), we obtain \(p(x) = (1-x)/x\) and \(q(x) = 1\). Thus for the singular point we have
\[ \lim_{x \to 0} x p(x) = \lim_{x \to 0} 1-x = 1, \lim_{x \to 0} x^2 q(x) = 0 \text{ and thus } x = 0 \]
is a regular singular point.

5. Writing the D.E. in the form \( y'' + p(x)y' + q(x)y = 0 \), we find \( p(x) = x/(1-x)(1+x)^2 \) and \( q(x) = 1/(1-x^2)(1+x) \).
Therefore \( x = \pm 1 \) are singular points. Since \( \lim_{x \to 1} (x-1)p(x) \) and \( \lim_{x \to 1} (x-1)^2 q(x) \) both exist, we conclude \( x = 1 \) is a regular singular point. Finally, since \( \lim_{x \to -1} (x+1)p(x) \) does not exist, we find that \( x = -1 \) is an irregular singular point.

12. Writing the D.E. in the form \( y' + p(x)y + q(x)y = 0 \), we see that \( p(x) = e^x/x \) and \( q(x) = (3\cos x)/x \). Thus \( x = 0 \) is a singular point. Since \( xp(x) = e^x \) is analytic at \( x = 0 \) and \( x^2 q(x) = 3x \cos x \) is analytic at \( x = 0 \) the point \( x = 0 \) is a regular singular point.

17. Writing the D.E. in the form \( y'' + p(x)y' + q(x)y = 0 \), we see that \( p(x) = \frac{x}{\sin x} \) and \( q(x) = \frac{4}{\sin x} \). Since \( \lim_{x \to 0} q(x) \) does not exist, the point \( x_0 = 0 \) is a singular point and since neither \( \lim_{x \to n\pi} p(x) \) nor \( \lim_{x \to n\pi} q(x) \) exist either the points \( x_0 = \pm n\pi \) are also singular points. To determine whether the singular points are regular or irregular we must use Eq.(8) and the result #7 of multiplication and division of power series from Section 5.1. For \( x_0 = 0 \), we have
\[
x p(x) = \frac{x^2}{\sin x} = \frac{x^2}{x - \frac{x^3}{6} + \ldots} = x[1 + \frac{x^2}{6} + \ldots]
\]
which converges about \( x_0 = 0 \) and thus \( xp(x) \) is analytic at \( x_0 = 0 \). \( x^2 q(x) \), by similar steps, is also analytic at \( x_0 = 0 \) and thus \( x_0 = 0 \) is a regular singular point. For \( x_0 = n\pi \), we have
\[
(x-n\pi)p(x) = \frac{(x-n\pi)x}{\sin x} = \frac{(x-n\pi)[(x-n\pi) + n\pi]}{\pm(x-n\pi) + \frac{(x-n\pi)^3}{6} + \ldots}
\]
19. Substituting \( y = \sum_{n=0}^{\infty} a_n x^n \) into the D.E. yields

\[
2 \sum_{n=2}^{\infty} n(n-1)a_n x^{n-1} + 3 \sum_{n=1}^{\infty} n a_n x^{n-1} + \sum_{n=0}^{\infty} a_n x^{n+1} = 0.
\]

The last sum becomes \( \sum_{n=2}^{\infty} a_n x^{n-1} \) by replacing \( n+1 \) by \( n-1 \), the first term of the middle sum is \( 3a_1 \), and thus we have

\[
3a_1 + \sum_{n=2}^{\infty} \{[2n(n-1)+3n]a_n + a_{n-2}\} x^{n-1} = 0.\]

Hence \( a_1 = 0 \) and

\[
a_n = \frac{-a_{n-2}}{n(2n+1)},\]

which is the desired recurrence relation. Thus all even coefficients are found in terms of \( a_0 \) and all odd coefficients are zero, thereby yielding only one solution of the desired form.

21. If \( \xi = 1/x \) then

\[
\frac{dy}{dx} = \frac{dy}{d\xi} \frac{d\xi}{dx} = -\frac{1}{x^2} \frac{dy}{d\xi} = -\xi^2 \frac{dy}{d\xi},
\]

\[
\frac{d^2y}{dx^2} = \frac{d}{d\xi} \left( -\xi^2 \frac{dy}{d\xi} \right) \frac{d\xi}{dx} = \left( -2\xi \frac{dy}{d\xi} \right) - \xi^2 \frac{d^2y}{d\xi^2} \left( -\frac{1}{x^2} \right)
\]

\[
= \xi^3 \frac{d^2y}{d\xi^2} + 2\xi^3 \frac{dy}{d\xi}.
\]

Substituting in the D.E. we have

\[
\xi^4 P(1/\xi) \left[ \xi^4 \frac{d^2y}{d\xi^2} + 2\xi^3 \frac{dy}{d\xi} \right] + Q(1/\xi) \left[ -\xi^2 \frac{dy}{d\xi} \right] + R(1/\xi)y = 0,
\]

\[
\xi^4 P(1/\xi) \frac{d^3y}{d\xi^3} + [2\xi^3 P(1/\xi) - \xi^2 Q(1/\xi)] \frac{dy}{d\xi} + R(1/\xi)y = 0.
\]

The result then follows from the theory of singular points at \( \xi = 0 \).

23. Since \( P(x) = x^2 \), \( Q(x) = x \) and \( R(x) = -4 \) we have
\[ f(\xi) = \frac{2P(1/\xi)}{\xi} - \frac{Q(1/\xi)/\xi^2}{P(1/\xi)} = 2/\xi - 1/\xi = 1/\xi \]
and \[ g(\xi) = \frac{R(1/\xi)/\xi^4P(1/\xi)}{1/\xi^2 - \nu^2}/\xi^2 = -4/\xi^2. \]
Thus the point at infinity is a singular point. Since both \( \xi f(\xi) \) and \( \xi^2 g(\xi) \) are analytic at \( \xi = 0 \), the point at infinity is a regular singular point.

2. Since \( P(x) = x^2, Q(x) = x, \) and \( R(x) = x^2 - \nu^2, \n\]
\[ f(\xi) = \frac{2P(1/\xi)}{\xi} - \frac{Q(1/\xi)/\xi^2}{P(1/\xi)} = 2/\xi - 1/\xi = 1/\xi \]
and \[ g(\xi) = \frac{R(1/\xi)/\xi^4P(1/\xi)}{1/\xi^2 - \nu^2}/\xi^2 = 1/\xi^4 - \nu^2/\xi^2. \]
Thus the point at infinity is a singular point. Although \( \xi f(\xi) = 1 \) is analytic at \( \xi = 0, \) \( \xi^2 g(\xi) = 1/\xi^2 - \nu^2 \) is not, so the point at infinity is an irregular singular point.
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2. Comparing the D.E. to Eq. (27), we seek solutions of the form \( y = (x+1)^r \) for \( x + 1 > 0. \) Substitution of \( y \) into the D.E. yields \( [r(r-1) + 3r + 3/4](x+1)^r = 0. \) Thus \( r^2 + 2r + 3/4 = 0, \) which yields \( r = -3/2, -1/2. \) The general solution of the D.E. is then \( y = c_1|x+1|^{-1/2} + c_2|x+1|^{-3/2}, x \neq -1. \)

4. If \( y = x^r \) then \( r(r-1) + 3r + 5 = 0. \) So \( r^2 + 2r + 5 = 0 \) and \( r = (-2 \pm \sqrt{4-20})/2 = -1 \pm 2i. \) Thus the general solution of the D.E. is \( y = c_1x^{-1}\cos(2\ln|x|) + c_2x^{-1}\sin(2\ln|x|), x \neq 0. \)

9. Again let \( y = x^r \) to obtain \( r(r-1) - 5r + 9 = 0, \) or \( (r-3)^2 = 0. \) Thus the roots are \( x = 3,3 \) and \( y = c_1x^3 + c_2x^3\ln|x|, x \neq 0, \) is the solution of the D.E.

13. If \( y = x^r, \) then \( F(r) = 2r(r-1) + r - 3 = 2r^2 - r - 3 = (2r-3)(r+1) = 0, \) so \( y = c_1x^{3/2} + c_2x^{-1} \) and \( y' = \frac{3}{2}c_1x^{1/2} - c_2x^{-2}. \) Setting \( x = 1 \) in \( y \) and \( y' \) we obtain \( c_1 + c_2 = 1 \) and \( \frac{3}{2}c_1 - c_2 = 4, \) which yield \( c_1 = 2 \) and \( c_2 = -1. \) Hence \( y = 2x^{3/2} - x^{-1}. \) As \( x \to 0^+ \) we have \( y \to -\infty \) due to the second term.

16. We have \( F(r) = r(r-1) + 3r + 5 = r^2 + 2r + 5 = 0. \) Thus
17. Substituting \( y = x^r \), we find that 
\[ r(r-1) + \alpha r + 5/2 = 0 \]
or 
\[ r^2 + (\alpha-1)r + 5/2 = 0. \]
Thus 
\[ r_1, r_2 = -\frac{\alpha-1 \pm \sqrt{(\alpha-1)^2 - 10}}{2}. \]
In order for solutions to approach zero as \( x \to 0 \) it is necessary that the real parts of \( r_1 \) and \( r_2 \) be positive. Suppose that \( \alpha > 1 \), then \( \sqrt{(\alpha-1)^2 - 10} \) is either imaginary or real and less than \( \alpha - 1 \); hence the real parts of \( r_1 \) and \( r_2 \) will be negative. Suppose that \( \alpha = 1 \), then \( r_1, r_2 = \pm i \sqrt{10} \) and the solutions are oscillatory. Suppose that \( \alpha < 1 \), then \( \sqrt{(\alpha-1)^2 - 10} \) is either imaginary or real and less than \( |\alpha-1| = 1 - \alpha \); hence the real parts of \( r_1 \) and \( r_2 \) will be positive. Thus if \( \alpha < 1 \) the solutions of the D.E. will approach zero as \( x \to 0 \).

21. In all cases the roots of \( F(r) = 0 \) are given by Eq.(5) and the forms of the solution are given in Theorem 5.5.1.

21a. The real part of the root must be positive so, from Eq.(5), \( \alpha < 0 \). Also \( \beta > 0 \), since the \( \sqrt{(\alpha-1)^2 - 4\beta} \) term must be less than \( |\alpha-1| \).

22. Assume that \( y = v(x)x^{r_1} \). Then 
\[ y' = v(x)r_1x^{r_1-1} + v'(x)x^{r_1} \]
and 
\[ y'' = v(x)r_1(r_1-1)x^{r_1-2} + 2v'(x)r_1x^{r_1-1} + v''(x)x^{r_1}. \]
Substituting in the D.E. and collecting terms yields 
\[ x^{r_1+2} v'' + (\alpha + 2r_1)x^{r_1+1} v' + [r_1(r_1-1) + \alpha r_1 + \beta]x^{r_1} v = 0. \]
Now we make use of the fact that \( r_1 \) is a double root of 
\[ f(r) = r(r-1) + \alpha r + \beta. \]
This means that \( f(r_1) = 0 \) and \( f'(r_1) = 2r_1 - 1 + \alpha = 0. \) Hence the D.E. for \( v \) reduces to 
\[ x^{r_1+2} v'' + x^{r_1+1} v' \]. Since \( x > 0 \) we may divide by \( x^{r_1+1} \) to obtain 
\[ xv'' + v' = 0. \]
Thus \( v(x) = \ln x \) and a second solution is \( y = x^{r_1} \ln x \).

25. The change of variable \( x = e^z \) transforms the D.E. into 
\[ u'' - 4u' + 4u = z, \]
which has the solution
Section 5.6

31. If \( x > 0 \), then \( |x| = x \) and \( |x|^r_1 = x^r_1 \) so we can choose \( c_1 = k_1 \). If \( x < 0 \), then \( |x| = -x \) and \( |x|^r_1 = (-x)^r_1 = (-1)^r_1 x^r_1 \) and we can choose \( c_1 = (-1)^r_1 k_1 \), or \( k_1 = (-1)^{-r_1} c_1 = (-1)^{r_1} c_1 \). In both cases we have \( c_2 = k_2 \).
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2. If the D.E. is put in the standard form \( y'' + p(x)y + q(x)y = 0 \), then \( p(x) = x^{-1} \) and \( q(x) = 1 - 1/9x^2 \). Thus \( x = 0 \) is a singular point. Since \( xp(x) \to 1 \) and \( x^2q(x) \to -1/9 \) as \( x \to 0 \) it follows that \( x = 0 \) is a regular singular point. In determining a series solution of the D.E. it is more convenient to leave the equation in the form given rather than divide by the \( x^2 \), the coefficient of \( y'' \). If we substitute \( y = \sum_{n=0}^{\infty} a_n x^{n+r} \), we have

\[
\sum_{n=0}^{\infty} (n+r)(n+r-1)a_n x^{n+r} + \sum_{n=0}^{\infty} (n+r)a_n x^{n+r} + (x^2 - \frac{1}{9}) \sum_{n=0}^{\infty} a_n x^{n+r} = 0.
\]

Note that \( x^2 \sum_{n=0}^{\infty} a_n x^{n+r} = \sum_{n=0}^{\infty} a_n x^{n+r+2} = \sum_{n=2}^{\infty} a_n x^{n+r} \). Thus we have

\[
[r(r-1) + r - \frac{1}{9}]a_0 x^r + [(r+1)r + (r+1) - \frac{1}{9}]a_1 x^{r+1} + \sum_{n=2}^{\infty} \{(n+r)(n+r-1) + (n+r) - \frac{1}{9}\}a_n x^{n+r} = 0.
\]

From the first term, the indicial equation is \( r^2 - 1/9 = 0 \) with roots \( r_1 = 1/3 \) and \( r_2 = -1/3 \). For either value of \( r \) it is necessary to take \( a_1 = 0 \) in order that the coefficient of \( x^{r+1} \) be zero. The recurrence relation is \( [(n+r)^2 - 1/9]a_n = -a_{n-2} \). For \( r = 1/3 \) we have

\[
a_n = \frac{-a_{n-2}}{(n + \frac{1}{3})^2 - (\frac{1}{3})^2} = -\frac{a_{n-2}}{(n + \frac{2}{3})^{-1}}, \quad n = 2, 3, 4, \ldots.
\]
Since \( a_1 = 0 \) it follows from the recurrence relation that
\[ a_3 = a_5 = a_7 = \ldots = 0. \]
For the even coefficients it is convenient to let \( n = 2m, \ m = 1,2,3,\ldots \). Then
\[ a_{2m} = \frac{-a_{2m-2}}{2^2 m (m + \frac{1}{3})}. \]
The first few coefficients are given by
\[ a_2 = \frac{(-1)a_0}{2^2 (1 + \frac{1}{3})}, \quad a_4 = \frac{(-1)a_2}{2^2 (2 + \frac{1}{3})2} = \frac{a_0}{2^4 (1 + \frac{1}{3}) (2 + \frac{1}{3}) 2!}, \]
\[ a_6 = \frac{(-1)a_4}{2^2 (3 + \frac{1}{3}) 3} = \frac{(-1)a_0}{2^6 (1 + \frac{1}{3}) (2 + \frac{1}{3}) (3 + \frac{1}{3}) 3!}, \]
and the coefficient of \( x^{2m} \) for \( m = 1, 2, \ldots \) is
\[ \frac{(-1)^m a_0}{2^2 m! (1 + \frac{1}{3}) (2 + \frac{1}{3}) \ldots (m + \frac{1}{3})}. \]
Thus one solution (on setting \( a_0 = 1 \)) is
\[ y_1(x) = x^{1/3} \left[ 1 + \sum_{m=1}^{\infty} \frac{(-1)^m}{m! (1 + \frac{1}{3}) (2 + \frac{1}{3}) \ldots (m + \frac{1}{3})} \left( \frac{x^2}{2} \right)^m \right]. \]

Since \( r_2 = -1/3 \neq r_1 \) and \( r_1 - r_2 = 2/3 \) is not an integer,
we can calculate a second series solution corresponding to \( r = -1/3 \). The recurrence relation is
\[ n(n-2/3)a_n = -a_{n-2}, \]
which yields the desired solution following the steps just outlined. Note that \( a_1 = 0 \), as in the first solution, and thus all the odd coefficients are zero.

4. Putting the D.E. in standard form \( y'' + p(x)y' + q(x)y = 0 \), we see that \( p(x) = 1/x \) and \( q(x) = -1/x \). Thus \( x = 0 \) is a singular point, and since \( xp(x) \to 1 \) and \( x^2q(x) \to 0 \), as \( x \to 0 \), \( x = 0 \) is a regular singular point. Substituting
\[ y = \sum_{n=0}^{\infty} a_n x^{n+r} \] in \( xy'' + y' - y = 0 \) and shifting indices we obtain
\[ \sum_{n=-1}^{\infty} a_{n+1}(n+1) (n+1) x^{n+r} + \sum_{n=-1}^{\infty} a_{n+1}(n+1) x^{n+r} - \sum_{n=0}^{\infty} a_n x^{n+r} = 0, \]
\[ [r(r-1) + r]a_0 x^{-1+r} + \sum_{n=0}^{\infty} [(r+n+1)^2a_{n+1} - a_n] x^{n+r} = 0. \] The indicial equation is \( r^2 = 0 \) so \( r = 0 \) is a double root. Thus we will obtain only one series of the form \( y = x^r \sum_{n=0}^{\infty} a_n x^n. \) The recurrence relation is

\[(n+1)^2 a_{n+1} = a_n, \quad n = 0, 1, 2, \ldots .\] The coefficients are \( a_1 = a_0, \ a_2 = a_1/z^2 = a_0/z^2, \ a_3 = a_2/3^2 = a_0/3^2 z^2, \ a_4 = a_3/4^2 = a_0/4^2 3^2 z^2, \ldots \) and \( a_n = a_0/(n!)^2. \) Thus one solution (on setting \( a_0 = 1 \)) is \( y = \sum_{n=0}^{\infty} x^n/(n!)^2. \)

11. If we make the change of variable \( t = x-1 \) and let \( y = u(t) \), then the Legendre equation transforms to \( (t^2 + 2t)u''(t) + 2(t+1)u'(t) - \alpha(\alpha+1)u(t) = 0. \) Since \( x = 1 \) is a regular singular point of the original equation, we know that \( t = 0 \) is a regular singular point of the transformed equation. Substituting \( u = \sum_{n=0}^{\infty} a_n t^{n+r} \) in the transformed equation and shifting indices, we obtain

\[
\sum_{n=0}^{\infty} (n+r)(n-r-1)a_n t^{n+r} + 2 \sum_{n=-1}^{\infty} (n+r+1)(n+r)a_{n+1} t^{n+r} + 2 \sum_{n=0}^{\infty} (n+r)a_n t^{n+r} + 2 \sum_{n=-1}^{\infty} (n+r+1)a_{n+1} t^{n+r} - \alpha(\alpha+1) \sum_{n=0}^{\infty} a_n t^{n+r} = 0, \quad \text{or}
\]

\[
[2r(r-1) + 2r]a_0 t^{-r-1} + \sum_{n=0}^{\infty} [(n+r)(n+r+1) - \alpha(\alpha+1)]a_n t^{n+r} = 0.
\] The indicial equation is \( 2r^2 = 0 \) so \( r = 0 \) is a double root. Thus there will be only one series solution of the
The standard form is $y'' + p(x)y' + q(x)y = 0$, with $p(x) = 1/x$ and $q(x) = 1$. Thus $x = 0$ is a singular point; and since $xp(x) \to 1$ and $x^2q(x) \to 0$ as $x \to 0$, $x = 0$ is a regular singular point. Substituting $y = \sum_{n=0}^{\infty} a_n x^{n+r}$ into $x^2y'' + xy' + x^2y = 0$ and shifting indices appropriately, we obtain

$$\sum_{n=0}^{\infty} (n+r)(n+r-1)a_n x^{n+r} + \sum_{n=0}^{\infty} (n+r)a_n x^{n+r} + \sum_{n=2}^{\infty} a_{n-2} x^{n+r} = 0,$$

or

$$[r(r-1)+r]a_0 x^r + [(1+r)(1+r+1)+r]a_1 x^{r+1} + \sum_{n=2}^{\infty} [(n+r)^2a_n + a_{n-2}] x^{n+r} = 0.$$

The indicial equation is $r^2 = 0$ so $r = 0$ is a double root. It is necessary to take $a_1 = 0$ in order that the coefficient of $x^{r+1}$ be zero. The recurrence relation in $n^2a_n = -a_{n-2}$, $n = 2,3,\ldots$. Since $a_1 = 0$ it follows that $a_3 = a_5 = a_7 = \ldots = 0$. For the even coefficients we let $n = 2m$, $m = 1,2,\ldots$. Then $a_{2m} = -a_{2m-2}/2^{2m}$, so $a_2 = -a_0/2^2$, $a_4 = a_0/2^2$, $a_6 = a_0/2^2 \cdot 2^2$, $\ldots$, and $a_{2m} = (-1)^m a_0/2^{2m}(m!)^2$. Thus one solution of the Bessel
equation of order zero is \( J_0(x) = 1 + \sum_{m=1}^{\infty} (-1)^m \frac{x^{2m}}{2^{2m}(m!)^2} \)

where we have set \( a_0 = 1 \). Using the ratio test it can be shown that the series converges for all \( x \). Also note that \( J_0(x) \to 1 \) as \( x \to 0 \).

15. In order to determine the form of the integral for \( x \) near zero we must study the integrand for \( x \) small. Using the above series for \( J_0 \), we have

\[
\frac{1}{x[J_0(x)]^2} = \frac{1}{x[1 - x^2/2 + \ldots]^2} = \frac{1}{x[1 - x^2 + \ldots]}
\]

\[
\frac{1}{1 + x^2 + \ldots} \text{ for } x \text{ small. Thus}
\]

\[
y_2(x) = J_0(x) \int \frac{dx}{x[J_0(x)]^2} = J_0(x) \int \left[ \frac{1}{x} + x + \ldots \right] dx
\]

\[
= J_0(x) \left[ \ln x + \frac{x^2}{2} + \ldots \right], \text{ and it is clear that } y_2(x) \text{ will contain a logarithmic term.}
\]

16a. Putting the D.E. in the standard form

\( y'' + p(x)y' + q(x)y = 0 \) we see that \( p(x) = 1/x \) and \( q(x) = (x^2-1)/x^2 \). Thus \( x = 0 \) is a singular point and since \( xp(x) \to 1 \) and \( x^2q(x) \to -1 \) as \( x \to 0 \), \( x = 0 \) is a regular singular point. Substituting \( y = \sum_{n=0}^{\infty} a_n x^{n+r} \) into

\[
x^3y'' + xy' + (x^2-1)y = 0,
\]

shifting indices appropriately, and collecting coefficients of common powers of \( x \) we obtain

\[
[x(r-1) + r - 1]a_0 x^r + [(1+r)r + 1 + r -1]a_1 x^{r+1}
\]

\[
+ \sum_{n=2}^{\infty} \left\{ [(n+r)^2 - 1]a_n + a_{n-2} \right\} x^{n+r} = 0.
\]

The indicial equation is \( r^2 - 1 = 0 \) so the roots are \( r_1 = 1 \) and \( r_2 = -1 \). For either value of \( r \) it is necessary to take \( a_1 = 0 \) in order that the coefficient of \( x^{r+1} \) be zero.

The recurrence relation is \([ (n+r)^2 - 1]a_n = -a_{n-2}, n = 2,3,4\ldots \). For \( r = 1 \) we have \( a_n = -a_{n-2}/[n(n+2)] \), \( n = 2,3,4\ldots \). Since \( a_1 = 0 \) it follows that \( a_3 = a_5 = a_7 = \ldots = 0 \). Let \( n = 2m \). Then \( a_{2m} = -a_{2m-2}/2^{2m(m+1)}, m = \)
1, 2, ..., so $a_2 = -a_0/2^2\cdot1\cdot2$, $a_4 = -a_2/2^2\cdot1\cdot2\cdot3 = a_0/2^2\cdot2\cdot1\cdot2\cdot3$, ..., and $a_{2m} = (-1)^m a_0/2^m! (m+1)!$. Thus one solution (set $a_0 = 1/2$) of the Bessel equation of order one is $J_1(x) = (x/2) \sum_{n=0}^{\infty} (-1)^n x^{2n}/(n+1)!n!2^{2n}$. The ratio test shows that the series converges for all $x$. Also note that $J_1(x) \to 0$ as $x \to 0$.

16b. For $r = -1$ the recurrence relation is $[(n-1)^2 - 1]a_n = -a_{n-2}$, $n = 2, 3, \ldots$. Substituting $n = 2$ into the relation yields $[(2-1)^2 - 1]a_2 = 0$ $a_2 = -a_0$. Hence it is impossible to determine $a_2$ and consequently impossible to find a series solution of the form $x^{-1} \sum_{n=0}^{\infty} b_n x^n$.

Section 5.7, Page 278

1. The D.E. has the form $P(x)y'' + Q(x)y' + R(x)y = 0$ with $P(x) = x$, $Q(x) = 2x$, and $R(x) = 6e^x$. From this we find $p(x) = Q(x)/P(x) = 2$ and $q(x) = R(x)/P(x) = 6e^x/x$ and thus $x = 0$ is a singular point. Since $xp(x) = 2x$ and $x^2q(x) = 6xe^x$ are analytic at $x = 0$ we conclude that $x = 0$ is a regular singular point. Next, we have $xp(x) \to 0 = p_0$ and $x^2q(x) \to 0 = q_0$ as $x \to 0$ and thus the indicial equation is $r(r-1) + 0\cdot r + 0 = r^2 - r = 0$, which has the roots $r_1 = 1$ and $r_2 = 0$.

3. The equation has the form $P(x)y'' + Q(x)y' + R(x)y = 0$ with $P(x) = x(x-1)$, $Q(x) = 6x^2$ and $R(x) = 3$. Since $P(x)$, $Q(x)$, and $R(x)$ are polynomials with no common factors and $P(0) = 0$ and $P(1) = 0$, we conclude that $x = 0$ and $x = 1$ are singular points. The first point, $x = 0$, can be shown to be a regular singular point using steps similar to those to shown in Problem 1. For $x = 1$, we must put the D.E. in a form similar to Eq.(1) for this case. To do this, divide the D.E. by $x$ and multiply by $(x-1)$ to obtain $(x-1)^2y'' + 6x(x-1)y + \frac{3}{x}(x-1)y = 0$. Comparing this to Eq.(1) we find that $(x-1)p(x) = 6x$ and $(x-1)^2q(x) = 3(x-1)/x$ which are both analytic at
x = 1 and hence x = 1 is a regular singular point. These last two expressions approach \( p_0 = 6 \) and \( q_0 = 0 \) respectively as \( x \to 1 \), and thus the indicial equation is 
\[
(r-1) + 6r + 0 = r(r+5) = 0.
\]

9. For this D.E., 
\[ p(x) = \frac{-(1+x)}{x^2(1-x)} \]
\[ q(x) = \frac{2}{x(1-x)} \]
and thus \( x = 0, -1 \) are singular points. Since \( xp(x) \) is not analytic at \( x = 0 \), \( x = 0 \) is not a regular singular point.
Looking at \((x-1)p(x) = \frac{1+x}{x^2} \) and \((x-1)^2q(x) = \frac{2(1-x)}{x} \) we see that \( x = 1 \) is a regular singular point and that \( p_0 = 2 \) and \( q_0 = 0 \).

17a. We have 
\[ p(x) = \frac{\sin x}{x^2} \]
\[ q(x) = -\frac{\cos x}{x^2} \]
so that \( x = 0 \) is a singular point. Note that \( xp(x) = (\sin x)/x \to 1 = p_0 \) as \( x \to 0 \) and \( x^2q(x) = -\cos x \to -1 = q_0 \) as \( x \to 0 \). In order to assert that \( x = 0 \) is a regular singular point we must demonstrate that \( xp(x) \) and \( x^2q(x) \), with \( xp(x) = 1 \) at \( x = 0 \) and \( x^2q(x) = -1 \) at \( x = 0 \), have convergent power series (are analytic) about \( x = 0 \). We know that \( \cos x \) is analytic so we need only consider \( (\sin x)/x \). Now 
\[
\sin x = \sum_{n=0}^{\infty} (-1)^n x^{2n+1}/(2n+1)! \text{ for } -\infty < x < \infty \text{ so }
\]
\[
(\sin x)/x = \sum_{n=0}^{\infty} (-1)^n x^{2n}/(2n+1)! \text{ and hence is analytic.}
\]
Thus we may conclude that \( x = 0 \) is a regular singular point.

17b. From part a) it follows that the indicial equation is 
\( r(r-1) + r - 1 = r^2 - 1 = 0 \) and the roots are \( r_1 = 1, r_2 = -1 \).

17c. To find the first few terms of the solution corresponding to \( r_1 = 1 \), assume that 
\[
y = x(a_0 + a_1 x + a_2 x^2 + \ldots) = a_0 x + a_1 x^2 + a_2 x^3 + \ldots.
\]
Substituting this series for \( y \) in the D.E. and expanding \( \sin x \) and \( \cos x \) about \( x = 0 \) yields 
\[
x^2(2a_1 + 6a_2 x + 12a_3 x^2 + 20a_4 x^3 + \ldots) + 
(x - x^3/3! + x^5/5! - \ldots)(a_0 + 2a_1 x + 3a_2 x^2 + 4a_3 x^3 + 5a_4 x^4 + \ldots
\]
\[ \ldots - (1 - x^2/2! + x^4/4! - \ldots)(a_0x + a_1x^2 + a_2x^3 + a_3x^4 + a_4x^5 + \ldots) = 0. \] Collecting terms, \((2a_1 + 2a_1 - a_1)x^2 + (6a_2 + 3a_2 - a_0/6 - a_2 + a_0/2)x^3 + (12a_3 + 4a_3 - 2a_1/6 - a_3 + a_1/2)x^4 + (20a_4 + 5a_4 - 3a_2/6 + a_0/120 - a_4 + a_2/2 - a_0/24)x^5 + \ldots = 0.\] Simplifying, \(3a_1x^2 + (8a_2 + a_0/3)x^3 + (15a_3 + a_1/6)x^4 + (24a_4 - a_0/30)x^5 + \ldots = 0.\) Thus, \(a_1 = 0,\ a_2 = -a_0/4!,\ a_3 = 0,\ a_4 = a_0/6!, \ldots.\) Hence \(y_1(x) = x - x^3/4! + x^5/6! + \ldots\) where we have set \(a_0 = 1.\) From Eq. (24) the second solution has the form

\[
\begin{align*}
y_2(x) &= ay_1(x)lnx + x^{-1}(1+\sum_{n=1}^{\infty} c_nx^n) \\
&= ay_1(x)lnx + \frac{1}{x} + c_1 + c_2x + c_3x^2 + c_4x^3 + \ldots, \text{ so}
\end{align*}
\]

\[
\begin{align*}
y_2' &= ay_1'lnx + ay_1x^{-1} - x^{-2} + c_2 + 2c_3x + 3c_4x^2 + \ldots, \text{ and}
\end{align*}
\]

\[
\begin{align*}
y_2'' &= ay_1''lnx + 2ay_1'x^{-1} - ay_1x^{-2} + 2x^{-3} + 2c_3 + 3c_4x + \ldots.
\end{align*}
\]

When these are substituted in the given D.E. the terms including \(lnx\) will appear as \(a[x^2y_1'' + (\sin x)y_1' - (\cos x)y_1],\) which is zero since \(y_1\) is a solution. For the remainder of the terms, use \(y_1 = x - x^3/24 + x^5/720\) and the \(\cos x\) and \(\sin x\) series as shown earlier to obtain

\[
\begin{align*}
-c_1 + (2/3+2a)x + (3c_3+c_1/2)x^2 + (4/45+c_2/3+8c_4)x^3 + \ldots &= 0.
\end{align*}
\]

These yield \(c_1 = 0,\ a = -1/3,\ c_3 = 0,\) and \(c_4 = -c_2/24 - 1/90.\) We may take \(c_2 = 0,\) since this term will simply generate \(y_1(x)\) over again. Thus

\[
y_2(x) = -\frac{1}{3}y_1(x)lnx + x^{-1} - \frac{1}{90}x^3.
\]

If a computer algebra system is used, then additional terms in each series may be obtained without much additional effort. The next terms, in each case, are shown here:

\[
\begin{align*}
y_1(x) &= x - \frac{x^3}{24} + \frac{x^5}{720} - \frac{43x^7}{1451520} + \ldots \\
y_2(x) &= -\frac{1}{3}y_1(x)lnx + \frac{1}{x}[1 - \frac{x^4}{90} + \frac{41x^6}{120960} - \ldots].
\end{align*}
\]

18. We first write the D.E. in the standard form as given for Theorem 5.7.1 except that we are expanding in powers of \((x-1)\) rather than powers of \(x:\)
(x-1)^2y'' + (x-1)[(x-1)/2lnx]y' + [(x-1)^2/lnx]y = 0. Since ln1 = 0, x = 1 is a singular point. To show it is a regular singular point of this D.E. we must show that (x-1)/lnx is analytic at x = 1; it will then follow that (x-1)^2/lnx = (x-1)[(x-1)/lnx] is also analytic at x = 1. If we expand lnx in a Taylor series about x = 1 we find that lnx = (x-1) - 1/2(x-1)^2 + 1/3(x-1)^3 - ... . Thus

(x-1)/lnx = [1 - 1/2(x-1) + 1/3(x-1)^2 - ...]^{-1} = 1 + 1/2(x-1) + ...

has a power series expansion about x = 1, and hence is analytic. We can use the above result to obtain the indicial equation at x = 1. We have

(x-1)^2y'' + (x-1)[1/2 + 1/4(x-1) + ...]y' + [(x-1) +

1/2(x-1)^2 + ...]y = 0. Thus p0 = 1/2, q0 = 0 and the indicial equation is r(r-1) + r/2 = 0. Hence r = 1/2 and r = 0. In order to find the first three non-zero terms in a series solution corresponding to r = 1/2, it is better to keep the differential equation in its original form and to substitute the above power series for lnx:

[(x-1) - 1/2(x-1)^2 + 1/3(x-1)^3 - 1/4(x-1)^4 + ...]y'' + 1/2 y' + y = 0.

Next we substitute y = a0(x-1)^{1/2} + a1(x-1)^{3/2} + a2(x-1)^{5/2} + ... and collect coefficients of like powers of (x-1) which are then set equal to zero. This requires some algebra before we find that 6a3/4 + 9a0/8 = 0 and 5a2 + 5a1/8 - a0/12 = 0. These equations yield a1 = -3a0/4 and a2 = 53a0/480. With a0 = 1 we obtain the solution

y_1(x) = (x-1)^{1/2} - 3/4(x-1)^{3/2} + 53/480(x-1)^{5/2} + ... . Since the radius of convergence of the series for ln x is 1, we would expect ρ = 1.

20a. If we write the D.E. in the standard form as given in Theorem 5.7.1 we obtain x^2y'' + x[α/x]y' + [β/x]y = 0 where xp(x) = α/x and x^2q(x) = β/x. Neither of these terms are analytic at x = 0 so x = 0 is an irregular singular point.
20b. Substituting $y = x^r \sum_{n=0}^{\infty} a_n x^n$ in $x^3 y'' + \alpha xy' + \beta y = 0$ gives

$$\sum_{n=0}^{\infty} (n+r)(n+r-1)a_n x^{n+r+1} + \alpha \sum_{n=0}^{\infty} (n+r)a_n x^{n+r} + \beta \sum_{n=0}^{\infty} a_n x^{n+r} = 0.$$ 

Shifting the index in the first series and collecting coefficients of common powers of $x$ we obtain $(\alpha r + \beta)a_0 x^r$

$$+ \sum_{n=1}^{\infty} (n+r-1)(n+r-2)a_{n-1} + [\alpha (n+r) + \beta]a_n x^{n+r} = 0.$$ Thus the indicial equation is $\alpha r + \beta = 0$ with the single root $r = -\beta/\alpha$.

20c. From part b, the recurrence relation is

$$a_n = \frac{(n+r-1)(n+r-2)a_{n-1}}{\alpha (n+r) + \beta}, \quad n = 1, 2, \ldots$$

For $\frac{\beta}{\alpha} = -1$, then, $a_n = \frac{n(n-1)a_{n-1}}{\alpha n}$, which is zero for $n = 1$ and thus $y(x) = x$ is the solution. Similarly for $\frac{\beta}{\alpha} = 0$, $a_n = \frac{(n-1)(n-2)}{\alpha n}$ and again for $n = 1$ $a_1 = 0$ and $y(x) = 1$ is the solution. Continuing in this fashion, we see that the series solution will terminate for $\beta/\alpha$ any positive integer as well as 0 and -1. For other values of $\beta/\alpha$, we have 

$$\frac{a_n}{a_{n-1}} = \frac{\frac{\beta}{2} - 1}{\alpha n},$$ 

which approaches $\infty$ as $n \to \infty$ and thus the ratio test yields a zero radius of convergence.

21b. Substituting $y = \sum_{n=0}^{\infty} a_n x^{n+r}$ in the D.E. in standard form gives

$$\sum_{n=0}^{\infty} (n+r)(n+r-1)a_n x^{n+r} + \alpha \sum_{n=0}^{\infty} (n+r)a_n x^{n+r+1} - s$$
If $s = 2$ and $t = 2$ the first term in each of the three series is $r(r-1)a_0x^{r}, \alpha a_0x^{r-1}$, and $\beta a_0x^{r}$, respectively. Thus we must have $\alpha r a_0 = 0$ which requires $r = 0$. Hence there is at most one solution of the assumed form.

21d. In order for the indicial equation to be quadratic in $r$ it is necessary that the first term in the first series contribute to the indicial equation. This means that the first term in the second and the third series cannot appear before the first term of the first series. The first terms are $r(r-1)a_0x^{r}, \alpha a_0x^{r+1-s}$, and $\beta a_0x^{r+2-t}$, respectively. Thus if $s \leq 1$ and $t \leq 2$ the quadratic term will appear in the indicial equation.
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1. It is clear that $x = 0$ is a singular point. The D.E. is in the standard form given in Theorem 5.7.1 with $xp(x) = 2$ and $x^2q(x) = x$. Both are analytic at $x = 0$, so $x = 0$ is a regular singular point. Substituting $y = \sum_{n=0}^{\infty} a_n x^{n+r}$ in the D.E., shifting indices appropriately, and collecting coefficients of like powers of $x$ yields

$$\sum_{n=0}^{\infty} x^{n+r} = 0.$$

The indicial equation is $F(r) = r(r+1) = 0$ with roots $r_1 = 0, r_2 = -1$. Treating $a_n$ as a function of $r$, we see that $a_n(r) = -a_{n-1}(r)/F(r+n), n = 1, 2, \ldots$ if $F(r+n) \neq 0$.

Thus $a_1(r) = -a_0/F(r+1), a_2(r) = a_0/F(r+1)F(r+2), \ldots, \text{ and } a_n(r) = (-1)^{n}a_0/F(r+1)F(r+2)\ldots F(r+n)$, provided $F(r+n) \neq 0$ for $n = 1, 2, \ldots$. For the case $r_1 = 0$, we have

$$a_n(0) = (-1)^{n}a_0/F(1)F(2)\ldots F(n) = (-1)^{n}a_0/n!(n+1)!$$

one solution is $y_1(x) = \sum_{n=0}^{\infty} (-1)^{n}x^{n}/n!(n+1)!$ where we have set $a_0 = 1$.

If we try to use the above recurrence relation for
the case $r_2 = -1$ we find that $a_n(-1) = -a_{n-1}/n(n-1)$, which is undefined for $n = 1$. Thus we must follow the procedure described at the end of Section 5.7 to calculate a second solution of the form given in Eq. (24). Specifically, we use Eqs. (19) and (20) of that section to calculate $a$ and $c_n(r_2)$, where $r_2 = -1$. Since $r_1 - r_2 = 1 = N$, we have $a_N(r) = a_1(r) = -1/F(r+1)$, with $a_0 = 1$. Hence

$$a = \lim_{r \to -1} \frac{(r+1)(-1)/F(r+1)}{-(r+1)/(r+1)(r+2)} = -1.$$ 

Next

$$c_n(-1) = \frac{d}{dr} \left[ (r+1)a_n(r) \right] \bigg|_{r=-1} = (-1)^n \frac{d}{dr} \left[ \frac{(r+1)}{F(r+1) \ldots F(r+n)} \right] \bigg|_{r=-1},$$

where we again have set $a_0 = 1$. Observe that $(r+1)/F(r+1) \ldots F(r+n) = 1/[(r+2)(r+3)^2 \ldots (r+n)^2(r+n+1)] = 1/G_n(r)$. Hence

$$c_n(-1) = (-1)^{n+1}G_n'(r)/G_n^2(-1).$$

Notice that

$$G_n(-1) = 1^2 \cdot 2^2 \cdot 3^2 \ldots (n-1)^2 = (n-1)!n!$$

and

$$G_n'(r)/G_n(-1) = 2[1/1 + 1/2 + 1/3 + \ldots + 1/(n-1)] + 1/n = H_n + H_{n-1}.$$ 

Thus

$$c_n(-1) = (-1)^{n+1}(H_n + H_{n-1})/(n-1)!n!.$$ 

From Eq. (24) of Section 5.7 we obtain the second solution

$$y_2(x) = -y_1(x)\ln x + x^{-1}[1 - \sum_{n=1}^{\infty} (-1)^n(H_n + H_{n-1})x^n/n!(n-1)!].$$

2. It is clear that $x = 0$ is a singular point. The D.E. is in the standard form given in Theorem 5.7.1 with $xp(x) = 3$ and $x^2q(x) = 1+x$. Both are analytic at $x = 0$, so $x = 0$ is a regular singular point. Substituting

$$y = \sum_{n=0}^{\infty} a_n x^{n+r}$$

appropriately, and collecting coefficients of like powers of $x$ yields

$$(r(r-1) + 3r + 1)a_0 x^r + \sum_{n=1}^{\infty} \left\{ [(r+n)(r+n+2) + 1]a_n + a_{n-1} \right\} x^{n+r} = 0.$$ 

The indicial equation is $F(r) = r^2 + 2r + 1 = (r+1)^2 = 0$ with the double root $r_1 = r_2 = -1$. Treating $a_n$ as a function of $r$, we see that $a_n(r) = -a_{n-1}(r)/F(r+n)$,
Thus $a_1(r) = -a_0/F(r+1)$, $a_2(r) = a_0/F(r+1)F(r+2)$, ..., and
$a_n(r) = (-1)^na_0/F(r+1)F(r+2)...F(r+n)$. Setting $r = -1$ we find that $a_n(-1) = (-1)^na_0/(n!)^2$, $n = 1, 2, ...$. Hence one solution is

$$y_1(x) = x^{-1} \sum_{n=0}^{\infty} (-1)^nx^n/(n!)^2$$

where we have set $a_0 = 1$. To find a second solution we follow the procedure described in Section 5.7 for the case when the roots of the indicial equation are equal. Specifically, the second solution will have the form given in Eq.(17) of that section. We must calculate $a_n'(-1)$. If we let

$$G_n(r) = F(r+1)...F(r+n) = (r+2)^2(r+3)^2... (r+n+1)^2$$

and take $a_0 = 1$, then

$$a_n'(-1) = (-1)^n[1/G_n(r)]'$$

evaluated $r = -1$. Hence

$$a_n'(-1) = (-1)^nG_n'(-1)/G_n(-1) = 2[1/1 + 1/2 + 1/3 + ... + 1/n] = 2H_n.$$ 

Thus a second solution is

$$y_2(x) = y_1(x)\ln x - 2x^{-1} \sum_{n=1}^{\infty} (-1)^nH_nx^n/(n!)^2.$$ 

3. The roots of the indicial equation are $r_1$ and $r_2 = 0$ and thus the analysis is similar to that for Problem 2.

4. The roots of the indicial equation are $r_1 = -1$ and $r_2 = -2$ and thus the analysis is similar to that for Problem 1.

5. Since $x = 0$ is a regular singular point, substitute

$$y = \sum_{n=0}^{\infty} a_n x^{r+n}$$

in the D.E., shift indices appropriately, and collect coefficients of like powers of $x$ to obtain

$$[r^2 - 9/4]a_0x^r + [(r+1)^2 - 9/4]a_1x^{r+1}$$

$$+ \sum_{n=2}^{\infty} \{ [(r+n)^2 - 9/4]a_n + a_{n-2} \} x^{n+r} = 0.$$ 

The indicial equation is $F(r) = r^2 - 9/4 = 0$ with roots $r_1 = 3/2$, $r_2 = -3/2$. Treating $a_n$ as a function of $r$ we see that $a_n(r) = -a_{n-2}(r)/F(r+n)$, $n = 2, 3, ...$ if $F(r+n) \neq 0$. 

Section 5.8
0. For the case \( r_1 = 3/2 \), \( F(r_1+1) \), which is the coefficient of \( x^{r_1+1} \) is \( \neq 0 \) so we must set \( a_1 = 0 \). It follows that \( a_3 = a_5 = \ldots = 0 \). For the even coefficients, set \( n = 2m \) so
\[
a_{2m}(3/2) = -a_{2m-2}(3/2)/F(3/2 + 2m) = -a_{2m-2}/2^2m(m+3/2),
\]
\( m = 1,2,\ldots \). Thus \( a_2(3/2) = -a_0/2^2.1(1 + 3/2), \)
a_4(3/2) = \( a_0/2^4.2!(1 + 3/2)(2 + 3/2), \ldots, \)
and
\[
a_{2m}(3/2) = (-1)^m/2^mm!(1 + 3/2)(2 + 3/2)\ldots(m + 3/2). \]
Hence one solution is
\[
y_1(x) = x^{3/2}[1 + \sum_{m=1}^{\infty} \frac{(-1)^m}{m!(1 + 3/2)(2 + 3/2)\ldots(m + 3/2)} \left( \frac{x}{2} \right)^{2m}],
\]
where we have set \( a_0 = 1 \). For this problem, the roots \( r_1 \) and \( r_2 \) of the indicial equation differ by an integer:
\( r_1 - r_2 = 3/2 - (-3/2) = 3 \). Hence we can anticipate that there may be difficulty in calculating a second solution corresponding to \( r = r_2 \). This difficulty will occur in calculating \( a_3(r) = -a_1(r)/F(r+3) \) since when \( r = r_2 = -3/2 \) we have \( F(r_2+3) = F(r_1) = 0 \). However, in this problem we are fortunate because \( a_1 = 0 \) and it will not be necessary to use the theory described at the end of Section 5.7. Notice for \( r = r_2 = -3/2 \) that the coefficient of \( x^{r+1} \) is \([ (r_2+1)^2 - 9/4]a_1 \), which does not vanish unless \( a_1 = 0 \). Thus the recurrence relation for the odd coefficients yields \( a_5 = -a_3/F(7/2), \)
a_7 = \( a_5/F(11/2) = a_3/F(11/2)F(7/2) \) and so forth.
Substituting these terms into the assumed form we see that a multiple of \( y_1(x) \) has been obtained and thus we may take \( a_3 = 0 \) without loss of generality. Hence
\[ a_3 = a_5 = a_7 = \ldots = 0. \]
The even coefficients are given by \( a_{2m}(-3/2) = -a_{2m-2}(-3/2)/F(2m - 3/2), \ m = 1,2,\ldots \).
Thus \( a_2(-3/2) = -a_0/2^2.1(1 - 3/2), \)
a_4(-3/2) = \( a_0/2^4.2!(1 - 3/2)(2 - 3/2), \ldots, \)
and
\[
a_{2m}(-3/2) = (-1)^ma_0/2^mm!(1 - 3/2)(2 - 3/2)\ldots(m - 3/2). \]
Thus a second solution is
\[
y_2(x) = x^{-3/2}[1 + \sum_{m=1}^{\infty} \frac{(-1)^m}{m!(1 - 3/2)(2 - 3/2)\ldots(m - 3/2)} \left( \frac{x}{2} \right)^{2m}].
\]
7. Apply the ratio test:
\[
\lim_{m \to \infty} \left| \frac{(-1)^{m+1} x^{2m+2}/2^{2m+2} [(m+1)!]^2}{(-1)^m x^{2m}/2^{2m} (m!)^2} \right| = |x^2| \lim_{m \to \infty} \frac{1}{2^2 (m+1)^2} = 0
\]
for every \( x \). Thus the series for \( J_0(x) \) converges absolutely for all \( x \).

12. If \( \xi = \alpha x^\beta \), then \( \frac{dy}{dx} = \frac{1}{2} x^{-1/2} f + x^{1/2} f^{'} \beta x^{\beta - 1} \) where \( f^{'} \) denotes \( df/d\xi \). Find \( d^2y/dx^2 \) in a similar fashion and use algebra to show that \( f \) satisfies the D.E.
\[
\xi^2 f^{''} + \xi f^{'} + [\xi^2 - \upsilon^2] f = 0.
\]

13. To compare \( y^{''} - xy = 0 \) with the D.E. of Problem 12, we must multiply by \( x^2 \) to get \( x^2 y^{''} - x^3 y = 0 \). Thus \( 2\beta = 3 \), \( \alpha^2 \beta^2 = -1 \) and \( 1/4 - \upsilon^2 \beta^2 = 0 \). Hence \( \beta = 3/2 \), \( \alpha = 2i/3 \) and \( \upsilon^2 = 1/9 \) which yields the desired result.

14. First we verify that \( J_0(\lambda_j x) \) satisfies the D.E. We know that \( J_0(t) \) is a solution of the Bessel equation of order zero:
\[
t^2 J_0^{''}(t) + t J_0^{'}(t) + t^2 J_0(t) = 0 \quad \text{or} \quad J_0^{''}(t) + t^{-1} J_0^{'}(t) + J_0(t) = 0.
\]
Let \( t = \lambda_j x \). Then
\[
\frac{d}{dx} J_0(\lambda_j x) = \frac{d}{dt} J_0(t) \frac{dt}{dx} = \lambda_j J_0^{'}(t)
\]
\[
\frac{d^2}{dx^2} J_0(\lambda_j x) = \lambda_j^2 \frac{d}{dt} [J_0^{'}(t)] \frac{dt}{dx} = \lambda_j^2 J_0^{''}(t).
\]
Substituting \( y = J_0(\lambda_j x) \) in the given D.E. and making use of these results, we have
\[
\lambda_j^2 J_0^{''}(t) + (\lambda_j/t) \lambda_j J_0^{'}(t) + \lambda_j^2 J_0(t) = 0.
\]
Thus \( y = J_0(\lambda_j x) \) is a solution of the given D.E. For the second part of the problem we follow the hint. First, rewrite the D.E. by multiplying by \( x \) to yield
\[
xy^{''} + y^{'} + \lambda_j^2 xy = 0,
\]
which can be written as
\[
(xy^{'})' = -\lambda_j^2 xy. \quad \text{Now let } y_1(x) = J_0(\lambda_1 x) \text{ and } y_j(x) = J_0(\lambda_j x) \text{ and we have, respectively: } (xy_1^{'})' = -\lambda_1^2 xy_1 \quad (xy_j^{'})' = -\lambda_j^2 xy_j.
\]
Now multiply the first equation by \( y_j \), the second by \( y_1 \),
CHAPTER 6
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1. The graph of \( f(t) \) is shown. Since the function is continuous on each interval, but has a jump discontinuity at \( t = 1 \), \( f(t) \) is piecewise continuous.

2. Note that \( \lim_{t \to 1^-} (t-1)^{-1} = \infty \).

5b. Since \( t^2 \) is continuous for \( 0 \leq t \leq A \) for any positive \( A \) and since \( t^2 \leq e^{at} \) for any \( a > 0 \) and for \( t \) sufficiently large, it follows from Theorem 6.1.2 that \( \{t^2\} \) exists for \( s > 0 \). \( \{t^2\} = \int_0^\infty e^{-st}t^2dt = \lim_{M \to \infty} \int_0^M e^{-st}t^2dt \)

\[
= \lim_{M \to \infty} \left[ -\frac{t^2}{s}e^{-st} \bigg|_0^M + \frac{2}{s} \int_0^M e^{-st}tdt \right] \\
= \frac{2}{s} \lim_{M \to \infty} \left[ -te^{-st} \bigg|_0^M + \frac{1}{s} \int_0^M e^{-st}dt \right] \\
= \frac{2}{s} \lim_{M \to \infty} \left[ -\frac{1}{s}e^{-st} \bigg|_0^M = \frac{2}{s} \right].
\]

6. That \( f(t) = \cos at \) satisfies the hypotheses of Theorem 6.1.2 can be verified by recalling that \( |\cos at| \leq 1 \) for all \( t \). To determine \( \{\cos at\} = \int_0^\infty e^{-st} \cos at dt \) we must integrate by parts twice to get \( \int_0^\infty e^{-st} \cos at dt = \lim_{M \to \infty} \left[ (-s^{-1}e^{-st} \cos at + as^{-2} e^{-st} \sin at) \bigg|_0^M \right] - (a^2/s^2) \int_0^M e^{-st} \cos at dt \). Evaluating the first two terms, letting \( M \to \infty \), and adding the third term to both sides, we obtain \( [1 + a^2/s^2] \int_0^\infty e^{-st} \cos at dt = 1/s, \ s > 0 \). Division by \( [1 + a^2/s^2] \) and simplification yields the desired solution.

9. From the definition for \( \cosh bt \) we have \( \{e^{at} \cosh bt\} = \{\frac{1}{2} [e^{(a+b)t} + e^{(a-b)t}] \} \). Using the linearity
property of $\mathcal{L}$, Eq. (5), the right side becomes

\[
\frac{1}{2} \mathcal{L}\{e^{(a+b)t}\} + \frac{1}{2} \mathcal{L}\{e^{(a-b)t}\}
\]

which can be evaluated using the result of Example 5 and thus

\[
\mathcal{L}\{e^{st}\cosh bt\} = \frac{1}{2} \frac{1}{s-(a+b)} + \frac{1}{2} \frac{1}{s-(a-b)}
\]

\[
= \frac{s-a}{(s-a)^2 - b^2}, \text{ for } s-a > |b|.
\]

13. We write \(\sin at = (e^{iat} - e^{-iat})/2i\), then the linearity of the Laplace transform operator allows us to write

\[
\mathcal{L}\{e^{at}\sin bt\} = \frac{1}{2i} \mathcal{L}\{e^{(a+ib)t}\} - \frac{1}{2i} \mathcal{L}\{e^{(a-ib)t}\}.
\]

Each of these two terms can be evaluated by using the result of Example 5, where we now have to require \(s\) to be greater than the real part of the complex numbers \(a \pm ib\) in order for the integrals to converge. Complex algebra then gives the desired result. An alternate method of evaluation would be to use integration on the integral appearing in the definition of \(\mathcal{L}\{e^{at}\sin bt\}\), but that method requires integration by parts twice.

16. As in Problem 13,

\[
\mathcal{L}\{t\sin at\} = \frac{1}{2i} \mathcal{L}\{te^{iat}\} - \frac{1}{2i} \mathcal{L}\{te^{-iat}\}.
\]

Using the result of Problem 15 we obtain

\[
\mathcal{L}\{t\sin at\} = \frac{1}{2i} \left[ (s-b)^{-2} - (s+b)^{-2} \right] \text{ where } b = ia \text{ and } s > 0.
\]

Hence \(\mathcal{L}\{t\sin at\} = 2as/(s^2+a^2)^2\), \(s > 0\).

19. Use the approach shown in Problem 16 with the result of Problem 18, for \(n = 2\). A computer algebra system may also be used.

21. The integral \(\int_0^A (t^2 + 1)^{-1} dt\) can be evaluated in terms of the arctan function and then Eq. (3) can be used. To illustrate Theorem 6.1.1, however, consider that

\[
\frac{1}{t^2+1} < \frac{1}{t^2} \text{ for } t \geq 1 \text{ and, from Example 3, } \int_1^\infty t^{-2} dt
\]

converges and hence \(\int_1^\infty (t^2 + 1)^{-1} dt\) also converges.

\(\int_0^1 (t^2 + 1)^{-1} dt\) is finite and hence does not affect the convergence of \(\int_0^\infty (t^2 + 1)^{-1} dt\) at infinity.
25. If we let \( u = f \) and \( \frac{dv}{g^3} = \frac{e^{-st}f(t)}{g^{103}} \), then \( F(s) = \lim_{M \to \infty} -\frac{1}{s}e^{-st}f(t)\bigg|_0^M + \frac{1}{s} \int_0^\infty e^{-st}f'(t)dt \). Now use an argument similar to that given to establish Theorem 6.1.2.

27a. Make a transformation of variables with \( x = st \) and \( dx = sdt \). Then use the definition of \( \Gamma(P+1) \) from Problem 26.

27b. From part a, \( f(t^n) = \frac{1}{s^{n+1}} \int_0^\infty e^{-sx}x^n dx = \frac{n}{s^{n+1}} \int_0^\infty e^{-sx}x^{n-1} dx \)

\[ = \frac{n!}{s^{n+1}} \int_0^\infty e^{-sx}dx, \text{ using integration by parts successively. Evaluation of the last integral yields the desired answer.} \]

27c. From part a, \( f(t^{-1/2}) = \frac{1}{\sqrt{s}} \int_0^\infty e^{-sx^{1/2}} dx \). Let \( x = y^2 \), then \( 2dy = x^{-1/2}dx \) and thus \( f(t^{-1/2}) = \frac{2}{\sqrt{s}} \int_0^\infty e^{-y^2} dy \).

27d. Use the definition of \( f(t^{1/2}) \) and integrate by parts once to get \( f(t^{1/2}) = (1/2s)f(t^{-1/2}) \). The result follows from part c.
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Problems 1 through 10 are solved by using partial fractions and algebra to manipulate the given function into a form matching one of the functions appearing in the middle column of Table 6.2.1.

2. We have \( \frac{4}{(s-1)^3} = 2\frac{2!}{(s-1)^{2+1}} \) and thus the inverse Laplace transform is \( 2t^2e^t \), using line 11.

4. We have \( \frac{3s}{s^2-s-6} = \frac{3s}{(s-3)(s+2)} = \frac{9/5}{s-3} + \frac{6/5}{s+2} \) using partial fractions. Thus \( (9/5)e^{3t} + (6/5)e^{-2t} \) is the inverse transform, from line 2.

7. We have \( \frac{2s+1}{s^2-2s+2} = \frac{2s+1}{(s-1)^2+1} = \frac{2(s-1)}{(s-1)^2+1} + \frac{3}{(s-1)^2+1} \), where
we first used the concept of completing the square (in the denominator) and then added and subtracted appropriately to put the numerator in the desired form. Lines 9 and 10 may now be used to find the desired result.

In each of the Problems 11 through 23 it is assumed that the I.V.P. has a solution \( y = \phi(t) \) which, with its first two derivatives, satisfies the conditions of the Corollary to Theorem 6.2.1.

11. Take the Laplace transform of the D.E., using Eq.(1) and Eq.(2), to get
\[
s^2Y(s) - sy(0) - y'(0) - [sY(s) - y(0)] - 6Y(s) = 0.
\]
Using the I.C. and solving for \( Y(s) \) we obtain
\[
Y(s) = \frac{s^2 - 2}{s^2 - s - 6}.
\]
Following the pattern of Eq.(12) we have
\[
\frac{s^2 - 2}{s^2 - s - 6} = \frac{a}{s + 2} + \frac{b}{s - 3} = \frac{a(s-3)+b(s+2)}{(s+2)(s-3)}.
\]
Equating like powers in the numerators we find \( a+b = 1 \) and \(-3a + 2b = -2\). Thus \( a = 4/5 \) and \( b = 1/5 \) and
\[
Y(s) = \frac{4+5}{s+2} + \frac{1/5}{s-3},
\]
which yields the desired solution using Table 6.2.1.

14. Taking the Laplace transform we have
\[
s^2Y(s) - sy(0) - y'(0) - 4[sY(s) - y(0)] + 4Y(s) = 0.
\]
Using the I.C. and solving for \( Y(s) \) we find \( Y(s) = \frac{s^3}{s^2-4s+4} \). Since the denominator is a perfect square, the partial fraction form is
\[
\frac{s^3}{s^2-4s+4} = \frac{a}{(s-2)^2} + \frac{b}{s-2}.
\]
Solving for \( a \) and \( b \), as shown in examples of this section or in Problem 11, we find \( a = -1 \) and \( b = 1 \).
Thus
\[
Y(s) = \frac{1}{s-2} - \frac{1}{(s-2)^2},
\]
from which we find
\[
y(t) = e^{2t} - te^{2t} \quad \text{(lines 2 and 11 in Table 6.2.1)}.
\]

15. Note that
\[
Y(s) = \frac{2s-4}{s^2-2s-2} = \frac{2(s-4)}{(s-1)^2-3} = \frac{2(s-1)}{(s-1)^2-3}.
\]
Three formulas in Table 6.2.1 are now needed: \( F(s-c) \) in line 14 in conjunction with the ones for \( \cosh at \) and \( \sinh at \), lines 7 and 8.
17. The Laplace transform of the D.E. is
\[ s^4Y(s) - s^3y(0) - s^2y'(0) - sy''(0) - y'''(0) - 4\left[ s^3Y(s) - s^2y(0) - sy'(0) - y''(0) \right] + 6\left[ s^2Y(s) - sy(0) - y'(0) \right] - 4\left[ sY(s) - y(0) \right] + Y(s) = 0. \]
Using the I.C. and solving for \( Y(s) \) we find
\[ Y(s) = \frac{s^2 - 4s + 7}{s^4-4s^3+6s^2-4s+1}. \]
The correct partial fraction form for this is
\[ \frac{a}{(s-1)^4} + \frac{b}{(s-1)^3} + \frac{c}{(s-1)^2} + \frac{d}{s-1}. \]
Setting this equal to \( Y(s) \) above and equating the numerators we have \( s^2-4s+7 = a + b(s-1) + c(s-1)^2 + d(s-1)^3 \). Solving for \( a, b, c, \) and \( d \) and use of Table 6.2.1 yields the desired solution.

20. The Laplace transform of the D.E. is
\[ s^2Y(s) - sy(0) - y'(0) + \omega^2Y(s) = s/(s^2+4). \]
Applying the I.C. and solving for \( Y(s) \) we get \( Y(s) = s/[(s^2+4)(s^2+\omega^2)] + s/(s^2+\omega^2) \). Decomposing the first term by partial fractions we have
\[ Y(s) = \frac{s}{(\omega^2-4)(s^2+\omega^2)} - \frac{s}{(\omega^2-4)(s^2+\omega^2)} + \frac{s}{s^2+\omega^2} \]
\[ = (\omega^2-4)^{-1} \left[ \frac{(\omega^2-5)s}{s^2+\omega^2} + \frac{s}{s^2+4} \right]. \]
Then, using Table 6.1.2, we have
\[ y = (\omega^2-4)^{-1}[(\omega^2-5)\cos \omega t + \cos 2t]. \]

22. Solving for \( Y(s) \) we find \( Y(s) = 1/[(s-1)^2 + 1] + 1/(s+1)[(s-1)^2 + 1] \). Using partial fractions on the second term we obtain
\[ Y(s) = 1/[(s-1)^2 + 1] + \{1/(s+1) - (s-3)/[(s-1)^2 + 1]\}/5 \]
\[ = (1/5)\{ (s+1)^{-1} - (s-1)^{-1} \}[(s-1)^2 + 1]^{-1} + 7[(s-1)^2 + 1]^{-1}. \]
Hence, \( y = (1/5)(e^{-t} - e^t \cos t + 7e^t \sin t). \)

24. Under the standard assumptions, the Laplace transform of the left side of the D.E. is \( s^2Y(s) - sy(0) - y'(0) + 4Y(s) \). To transform the right side we must revert to the definition of the Laplace transform to determine
\[ \int_0^\infty e^{-st}f(t)dt. \]
Since \( f(t) \) is piecewise continuous we are able to calculate \( \{ f(t) \} \) by
\[
\int_0^\infty e^{-st}f(t)dt = \int_0^\infty e^{-st} dt + \lim_{M\to\infty} \int_M^\infty (e^{-st})'(0)dt \\
= \int_0^\infty e^{-st}dt = (1 - e^{-s})/s.
\]
Hence, the Laplace transform \( Y(s) \) of the solution is given by \( Y(s) = s/(s^2+4) + (1 - e^{-s})/s(s^2+4) \).

27b. The Taylor series for \( f \) about \( t = 0 \) is
\[
f(t) = \sum_{n=0}^\infty (-1)^n t^{2n}/(2n+1)!, \text{ which is obtained from part(a) by dividing each term of the sine series by } t.
\]
Also, \( f \) is continuous for \( t > 0 \) since \( \lim_{t\to0^+} (\sin t)/t = 1 \).
Assuming that we can compute the Laplace transform of \( f \) term by term, we obtain
\[
\mathcal{L}\{f(t)\} = \mathcal{L}\{\sum_{n=0}^\infty (-1)^n t^{2n}/(2n+1)!\}
\]
\[
= \sum_{n=0}^\infty [((-1)^n/(2n+1)!) \mathcal{L}\{t^{2n}\}
\]
\[
= \sum_{n=0}^\infty [((-1)^n(2n)!/(2n+1)!)s^{-(2n+1)}
\]
\[
= \sum_{n=0}^\infty [(-1)^n/(2n+1)]s^{-(2n+1)}, \text{ which converges for } s > 1.
\]

The Taylor series for \( \arctan x \) is given by
\[
\sum_{n=0}^\infty (-1)^n x^{2n+1}/(2n+1), \text{ for } |x| < 1. \text{ Comparing } \mathcal{L}\{f(t)\} \text{ with the Taylor series for } \arctan x, \text{ we conclude that } \mathcal{L}\{f(t)\} = \arctan(1/s), s > 1.
\]

30. Setting \( n = 2 \) in Problem 28b, we have
\[
\mathcal{L}\{t^2\sin bt\} = \frac{d^2}{ds^2} [b/(s^2+b^2)] = \frac{d}{ds} [-2bs/(s^2+b^2)^2] = -2b/(s^2+b^2)^2 + 8bs^2/(s^2+b^2)^3 = 2b(3s^2-b^2)/(s^2+b^2)^3.
\]

32. Using the result of Problem 28a. we have
\[
\mathcal{L}\{te^{at}\} = -\frac{1}{ds} (s-a)^{-1} = (s-a)^{-2}
\]
\[
\mathcal{L}\{t^2e^{at}\} = -\frac{d}{ds} (s-a)^{-2} = 2(s-a)^{-3}
\]
\[
\mathcal{L}\{t^3e^{at}\} = -\frac{d}{ds} 2(s-a)^{-3} = 3!(s-a)^{-4}. \text{ Continuing in this}
\]
fashion, or using induction, we obtain the desired result.

36a. Taking the Laplace transform of the D.E. we obtain
\[ \mathcal{L}\{y''\} - \mathcal{L}\{ty\} = \mathcal{L}\{y''\} + \mathcal{L}\{-ty\} \]
\[ = s^2Y(s) - sy(0) - Y'(0) + Y'(s) = 0. \]
Hence, \( Y \) satisfies \( Y' + s^2Y = s. \)

38a. From Eq(i) we have
\[ A_k = \lim_{s \to r_k} \frac{P(r_k)}{s-r_k} \]
distinct zeros. Thus
\[ A_k = P(r_k) \lim_{s \to r_k} \frac{s-r_k}{Q(r_k)} = \frac{P(r_k)}{Q'(r_k)}, \]
by L'Hopital's Rule.

38b. Since \( f^{-1}\left(\frac{1}{s-r_k}\right) = e^{r_k t} \), the result follows.
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2. From the definition of \( u_c(t) \) we have:
\[ g(t) = (t-3)u_2(t) - (t-2)u_3(t) \]
\[ = \begin{cases} 0 - 0 = 0, & 0 \leq t < 2 \\ (t-3) - 0 = t-3, & 2 \leq t < 3. \\ (t-3) - (t-2) = -1, & 3 \leq t \end{cases} \]

4. As indicated in the discussion following Example 1, the unit step function can be used to translate a given function \( f \), with domain \( t \geq 0 \), a distance \( c \) to the right by the multiplication \( u_c(t)f(t-c) \).
Hence the required graph of \( y = u_3(t)f(t-3) \) for \( f(t) = \sin t \) is shown.

8. In order to use Theorem 6.3.1 we must write \( f(t) \) in terms of \( u_c(t) \). Since \( t^2 - 2t + 2 = (t-1)^2 + 1 \) (by completing the square), we can thus write \( f(t) = u_1(t)g(t-1) \), where \( g(t) = t^2 + 1 \). Now applying Theorem 6.3.1 we have
\[ \mathcal{L}\{f(t)\} = \mathcal{L}\{u_1(t)g(t-1)\} = e^{-s} \mathcal{L}\{f(t)\} = e^{-s}(2/s^3 + 1/s). \]
14. Use partial fractions to write
\[ F(s) = e^{-2s}(s-1)^{-1} - (s+2)^{-1}/3. \]
For ease in calculations let us define \( G(s) = (s-1)^{-1} \) and \( H(s) = (s+2)^{-1} \). Then
\[ F(s) = [e^{-2s} G(s) - e^{-2s} H(s)]/3. \]
Using the fact that \( \mathcal{L}\{e^{at}\} = (s-a)^{-1} \) and applying Theorem 6.3.1, we have
\[ F(s) = [e^{-2s} \mathcal{L}\{e^t\} - e^{-2s} \mathcal{L}\{e^{-2t}\}] / 3. \]
Thus
\[ F(s) = [\mathcal{L}\{u_2(t)e^{t-2}\} - \mathcal{L}\{u_2(t)e^{-2(t-2)}\}] / 3. \]
Using the linearity of the Laplace transform, we have
\[ \mathcal{L}\{f(t)\} = \mathcal{L}\{u_2(t)(e^t - e^{-2(t-2)})/3\}. \]
Hence,
\[ f(t) = (u_2(t)(e^t - e^{-2(t-2)})/3. \]
An alternate method is to complete the square in the denominator:
\[ F(s) = e^{-2s} \frac{e^{-2s}}{(s+1/2)^2 - 9/4}. \]
This gives
\[ f(t) = (2/3)u_2(t)e^{-(t-2)/2} \sinh\left(\frac{3}{2}(t-2)\right), \] which can be shown to be the same as that found above.

21. By completing the square in the denominator of \( F \) we can write \( F(s) = (2s+1)/[(2s+1)^2 + 4] \). This has the form \( G(2s+1) \) where \( G(u) = u/(u^2+4) \). We must find \( \mathcal{L}^{-1}\{G(2s+1)\} \). Applying the results of Problem 19(c), we have \( \mathcal{L}^{-1}\{F(s)\} = \frac{1}{2}e^{-t/2} \cos(\frac{2t}{2}) \).

22. If the approach of Problem 21 is used we find
\[ f(t) = (1/3)e^{2t/3} \sinh(t/3), \] which is equivalent to the given answer using the definition of \( \sinh t \).

27. Assuming that term-by-term integration of the infinite series is permissible and recalling that \( \mathcal{L}\{u_c(t)\} = e^{-cs}/s \) for \( s > 0 \), we have
\[ \mathcal{L}\{f(t)\} = (1/s) + \sum_{k=1}^{\infty} (-1)^k \mathcal{L}\{u_k(t)\} \]
\[ = (1/s) + \sum_{k=1}^{\infty} (-1)^k e^{-ks}/s = \sum_{k=0}^{\infty} (-e^{-a})^k/s. \]
We recognize the last infinite series as the geometric series, \( \sum_{k=0}^{\infty} ar^k \), with \( a = 1 \) and \( r = -e^{-a} \). This series converges to \( 1/(1+e^{-a}) \) if \( |r| < 1 \). Hence,
\[ \mathcal{L}\{f(t)\} = (1/s)[1/(1+e^{-a})], \] for \( s > 0 \).
28. Using the definition of the Laplace transform we have
\[ F(s) = \mathcal{L}\{f(t)\} = \int_0^\infty e^{-st}f(t)\,dt. \]
Since \( f \) is periodic with period \( T \), we have \( f(t+T) = f(t) \). This suggests that we
rewrite the improper integral as
\[ \int_0^\infty e^{-st}f(t)\,dt = \sum_{n=0}^{\infty} \int_{nT}^{(n+1)T} e^{-st}f(t)\,dt. \]
The periodicity of \( f \) also suggests that we make the change of variable \( t = r + nT \). Hence,
\[ F(s) = \sum_{n=0}^{\infty} \int_0^T e^{-s(r+nT)}f(r+nT)\,dr = \sum_{n=0}^{\infty} (e^{-sT})^n \int_0^T e^{-rs}f(r)\,dr, \]
where we have used the fact that \( f(r+nT) = f(r+(n-1)T) = \ldots = f(r+T) = f(r) \) from the
definition that \( f \) is periodic. We recognize this last
series as the geometric series, \( \sum_{n=0}^{\infty} au^n \), with
\[ a = \int_0^T e^{-rs}f(r)\,dr \text{ and } u = e^{-sT}. \]
The geometric series converges to \( a/(1-u) \) for \( |u| < 1 \) and consequently we
obtain
\[ F(s) = \frac{1 - e^{-sT}}{s} \int_0^T e^{-rs}f(r)\,dr, \quad s > 0. \]

30. The function \( f \) is periodic with period 2. The result of
Problem 28 gives us
\[ \mathcal{L}\{f(t)\} = \int_0^2 e^{-st}f(t)\,dt/(1-e^{-2s}). \]
Calculating the integral we have
\[ \int_0^2 e^{-st}f(t)\,dt = \int_0^1 e^{-st}dt - \int_1^2 e^{-st}dt = \left(1-e^{-s}\right)/s + \left(e^{-2s}-e^{-s}\right)/s = \left(e^{-2s}-2e^{-s}+1\right)/s = \left(1-e^{-s}\right)^2/s. \]
Since the denominator of
\( \mathcal{L}\{f(t)\}, \quad 1 - e^{-2s} \), may be written as \((1-e^{-s})(1+e^{-s})\) we
obtain the desired answer.
\[ Y(s) = \frac{1}{s} + \frac{s^2+1}{s^2+1} - e^{-\pi s/2}/s + e^{-\pi s/2}/(s^2+1) \]

The inverse transform of the first three terms can be obtained directly from Table 6.2.1. Using Theorem 6.3.1 to find the inverse transform of the last two terms we have

\[ f^{-1}\{e^{-\pi s/2}/s\} = u_{\pi/2}(t)g(t - \pi/2) \]

where \( g(t) = \frac{1}{2}(2/(s^2+4)) \). The graph of the forcing function is a unit pulse for \( 0 \leq t < \pi/2 \) and \( 0 \) thereafter. The graph of the solution will be composed of two segments. The first, for \( 0 \leq t < \pi/2 \), is a sinusoid oscillating about 1, which represents the system response to a unit forcing function and the given initial conditions. For \( t \geq \pi/2 \), the forcing function, \( f(t) \), is zero and the "initial" conditions are

\[ y(\pi/2) = \lim_{t \to \pi/2^-} 1 + \sin t - \cos t = 2 \] and

\[ y'(\pi/2) = \lim_{t \to \pi/2^-} \cos t + \sin t = 1. \]

In this case the system response is \( y(t) = 2\sin t - \cos t \), which is a sinusoid oscillating about zero.

3. According to Theorem 6.3.1,

\[ f\{u_{\pi/2}(t)\sin(t-2\pi)\} = e^{-2\pi s} \int \{\sin t\} = e^{-2\pi s}/(s^2+1). \]

Transforming the D.E., we have

\[ (s^2+4)Y(s) - sy(0) - y'(0) = 1/(s^2+1) - e^{-2\pi s}/(s^2+1). \]

Introducing the I.C. and solving for \( Y(s) \), we obtain

\[ Y(s) = (1-e^{-2\pi})/(s^2+1)(s^2+4). \]

We apply partial fractions to write

\[ Y(s) = (s^2+1)^{-1} - (s^2+4)^{-1} - e^{-2\pi s}(s^2+1)^{-1} + e^{-2\pi s}(s^2+4)^{-1}/3. \]

We compute the inverse transform of the first two terms directly from Table 6.2.1 after noting that

\[ (s^2+4)^{-1} = (1/2)[2/(s^2+4)]. \]

We apply Theorem 6.3.1 to the last two terms to obtain the solution,

\[ y = (1/3)\{\sin t - (1/2)\sin 2t - u_{2\pi}(t)\sin(t-2\pi) - (1/2)\sin 2t - u_{2\pi}(t)\sin 2(t-2\pi)\}. \]

This may be simplified, using trigonometric identities, to

\[ y = [(2\sin t - \sin 2t)(1-u_{2\pi}(t))]/6. \]

Note that the forcing function is \( \sin t \) for \( t \geq 2\pi \). The solution is \( y(t) = 2\sin t - \sin 2t \) for \( 0 \leq t < 2\pi \). Thus \( y(2\pi) = 0 \) and \( y'(2\pi) = 2\cos2\pi - 2\cos4\pi = 0 \). Hence the "initial" value problem for \( t \geq 2\pi \) is \( y'' + 4y = 0 \), \( y(2\pi) = 0 \), \( y'(2\pi) = 0 \), which has the trivial solution \( y = 0 \).
8. Taking the Laplace transform, applying the I.C. and using Theorem 6.3.1 we have 
\((s^2+s+5/4)Y(s) = \left(1-e^{-\pi s/2}\right)/s^2\). Thus 
\[Y(s) = \frac{1-e^{-\pi s/2}}{s^2(s^2+s+5/4)} = \left(1-e^{-\pi s/2}\right)/s^2 + \frac{(16/25)s-4/25}{(s+1/2)^2+1}\]
= \((1-e^{-\pi s/2})H(s)\), where we have used partial fractions and completed the square in the denominator of the last term. Since the numerator of the last term of \(H\) can be written as \((16/25)(5s-4)e^{-t/2}\), we see that 
\(f^{-1}\{H(s)\} = (4/25)(5t - 4 + 4e^{-t/2}\cos t - 3e^{-t/2}\sin t)\), which yields the desired solution. The graph of the forcing function is a ramp \((f(t) = t)\) for \(0 < t < \pi/2\) and a constant \((f(t) = \pi/2)\) for \(t \geq \pi/2\). The solution will be a damped sinusoid oscillating about the “ramp” \((20t-16)/25\) for \(0 < t < \pi/2\) and oscillating about \(2\pi/5\) for \(t \geq \pi/2\).

10. Note that \(g(t) = \sin t - u(t)\sin(t-\pi)\). Proceeding as in Problem 8 we find 
\[Y(s) = \frac{1+e^{-\pi s/2}}{(s^2+1)(s^2+s+5/4)}\]. The correct partial fraction expansion of the quotient is 
\[\frac{as+b}{s^2+1} + \frac{cs+d}{s^2+s+5/4}\],
where 
a+c = 0, a+b+d = 0, \((5/4)a+b+c = 0\) and \((5/4)b+d = 1\) by equating coefficients. Solving for the constants yields the desired solution.

16b. Taking the Laplace transform of the D.E. we obtain 
\(U(s^2+s/4+1) = k(e^{-3s/2}e^{-5s/2})/s\), since the I.C. are zero. Solving for \(U\) and using partial fractions yields 
\[U(s) = k(e^{-3s/2}e^{-5s/2})\left(\frac{1}{s^2+s/4+1}\right)\]. Thus, if 
\[H(s) = \left(\frac{1}{s^2+s/4+1}\right),\]
then 
\[h(t) = 1 - e^{-t/8}(\cos(\sqrt{7/8}t + \sqrt{7/8}\sin(\sqrt{7/8}t))\text{ and}\]
\[u(t) = ku_{3/2}(t)h(t-3/2) - ku_{5/2}(t)h(t-5/2)\].

16c. In all cases the plot will be zero for \(0 < t < 3/2\). For \(3/2 < t < 5/2\) the plot will be the system response.
(damped sinusoid) to a step input of magnitude $k$. For $t \geq 5/2$, the plot will be the system response to the I.C. $u(5^-/2), u'(5^-/2)$ with no forcing function. The graph shown is for $k = 2$. Varying $k$ will just affect the amplitude. Note that the amplitude never reaches 2, which would be the steady state response for the step input $2u_{3/2}(t)$. Note also that the solution and its derivative are continuous at $t = 5/2$.

19a. The graph on $0 \leq t < 6\pi$ will depend on how large $n$ is. For instance, if $n = 2$ then

$$f(t) = \begin{cases} 1 & 0 \leq t < \pi, \ 2\pi \leq t < 6\pi \\ -1 & -\pi \leq t < 2\pi \end{cases}.$$  

For $n \geq 6$, $f(t) = \begin{cases} 1 & 0 \leq t < \pi, \ 2\pi \leq t < 3\pi, \ 4\pi \leq t < 5\pi \\ -1 & \pi \leq t < 2\pi, \ 3\pi \leq t < 4\pi, \ 5\pi \leq t < 6\pi \end{cases}$.

19b. Taking the Laplace transform of the D.E. and using the I.C. we have $Y(s) = \frac{1}{s(s^2+1)}[1 + 2 \sum_{k=1}^{\infty} (-1)^k e^{-\pi k s}]$, since

$$\mathcal{L}\{u_{\pi k}(t)\} = \frac{e^{-\pi k s}}{s}.$$  

Since $\frac{1}{s(s^2+1)} = \frac{1}{s} - \frac{s}{s^2+1}$, we then obtain

$$y(t) = 1 - \cos t + 2 \sum_{k=1}^{\infty} (-1)^{-k} u_{\pi k}(t)[1 - \cos(t-\pi k)],$$  

using line 13 in Table 6.2.1.

19d. Since $\cos(t-\pi k) = (-1)^k \cos t$, the solution in part b can be written as

$$y(t) = 1 - \cos t + 2 \sum_{k=1}^{\infty} (-1)^k u_{\pi k}(t) - 2 \sum_{k=1}^{\infty} (-1)^{2k} \cos t$$

$$= 1 - \cos t - 2n \cos t + 2 \sum_{k=1}^{\infty} (-1)^k u_{\pi k}(t)$$

which diverges for $n \to \infty$. 

Section 6.4
20. In this case

\[ Y(s) = \frac{1}{s(s^2 + .1s + 1)} \left[ 1 + 2 \sum_{n=1}^{\infty} (-1)^n e^{-\pi ks} \right]. \]

Using partial fractions we have

\[ H(s) = \frac{1}{s(s^2 + .1s + 1)} = \frac{1}{s} - \frac{s + .1}{s^2 + .1s + 1} = \frac{1}{s} - \frac{s + .05}{(s + .05)^2 + b^2} - \frac{.05}{(s + .05)^2 + b^2}, \]

where

\[ b^2 = [1 - (.05)^2] = .9975. \]

Now let

\[ h(t) = f^{-1}\{H(s)\} = 1 - e^{-.05t} \cos bt - \frac{.05}{b} e^{-.05t} \sin bt. \]

Hence,

\[ y(t) = h(t) + 2 \sum_{n=1}^{\infty} (-1)^n u_{nk}(t) h(t - nk), \]

and thus, for \( t > n \) the solution will be approximated by

\[ y(t) \approx 1 - Ae^{-.05(t - n\pi)} \cos[b(t - n\pi) + \delta], \]

and therefore converges as \( t \to \infty \).

20a. \( y(t) \) for \( n = 30 \)

\[ \begin{array}{c}
\text{y(t) for n = 30} \\
\hline
10 \quad -10 \\
10 \quad -10
\end{array} \]

20b. From the graph of part a, \( A \equiv 12.5 \) and the frequency is \( 2\pi \).

20c. From the graph (or analytically)

\( A = 10 \) and the frequency is \( 2\pi \).
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1. Proceeding as in Example 1, we take the Laplace transform of the D.E. and apply the I.C.:

\((s^2 + 2s + 2)Y(s) = s + 2 + e^{-\tau s}\) Thus,

\[ Y(s) = \frac{s+2}{((s+1)^2 + 1)} + e^{-\tau s}/[(s+1)^2 + 1]. \]

We write the first term as \((s+1)/[(s+1)^2 + 1] + 1/[(s+1)^2 + 1]\).

Applying Theorem 6.3.1 and using Table 6.2.1, we obtain the solution,

\[ y = e^{-\tau} \cos(t) + e^{-\tau} \sin(t) - u_\tau(t)e^{-(t-\pi)} \sin(t). \]

Note that \(\sin(t-\pi) = -\sin(t).\)

3. Taking the Laplace transform and using the I.C. we have

\[(s^2 + 3s+2)Y(s) = \frac{1}{2} + e^{-5s} + \frac{e^{-10s}}{s}. \]

Thus

\[ Y(s) = \frac{1/2}{s^2+3s+2} + \frac{e^{-5s}}{s^2+3s+2} + \frac{e^{-10s}}{s}(\frac{1/2}{s+2} + \frac{1/2}{s+1}) \]

and hence

\[ y(t) = \frac{1}{2}h(t) + u_5(t)h(t-5) + u_{10}(t)[\frac{1}{2} + \frac{1}{2}e^{-2(t-10)} - e^{-(t-10)}] \]

where \(h(t) = e^{-t} - e^{-2t}.\)

5. The Laplace transform of the D.E. is

\[(s^2+2s+3)Y(s) = \frac{1}{s^2+1} + e^{-3s}, \]

so

\[ Y(s) = \frac{1}{(s^2+1)(s^2+2s+3)} + e^{-3s}\frac{1}{s^2+2s+3}. \]

Using partial fractions or a computer algebra system we obtain

\[ y(t) = \frac{1}{4} \sin(t) - \frac{1}{4} \cos(t) + \frac{1}{4} \frac{\sin(\sqrt{2}t)}{\sqrt{2}} + \frac{1}{\sqrt{2}} u_3\pi(t)h(t-3\pi), \]

where \(h(t) = e^{-t} \sin(\sqrt{2}t).\)

7. Taking the Laplace transform of the D.E. yields

\[(s^2+1)Y(s) = y'(0) = \int_0^\infty e^{-st}\delta(t-2\pi)\cos(t)dt. \]

Since \(\delta(t-2\pi) = 0 \text{ for } t \neq 2\pi\) the integral on the right is equal to

\[ \int_{-\infty}^\infty e^{-st}\delta(t-2\pi) \cos(t)dt \]

which equals \(e^{-2\tau s}\cos(2\pi)\) from Eq. (16). Substituting for \(y'(0)\) and solving for \(Y(s)\)

gives \(Y(s) = \frac{1}{s^2+1} + e^{-2\tau s}\frac{1}{s^2+1}\)

and hence

\[ y(t) = \sin(t) + u_{2\pi}(t)\sin(t-2\pi) = \begin{cases} \sin(t) & 0 \leq t < 2\pi \\ 2\sin(t) & 2\pi \leq t \end{cases} \]

10. See the solution for Problem 7.
13a. From Eq. (22) y(t) will complete one cycle when
\[ \sqrt{15} \frac{(t-5)}{4} = 2\pi \text{ or } T = t - 5 = 8\pi/\sqrt{15}, \]
which is consistent with the plot in Fig. 6.5.3. Since an impulse causes a discontinuity in the first derivative, we need to find the value of \( y' \) at \( t = 5 \) and \( t = 5 + T \). From Eq. (22) we have, for \( t \geq 5 \),
\[
y' = e^{-(t-5)/4} \left[ \frac{-1}{2\sqrt{15}} \sin \frac{15}{4}(t-5) + \frac{1}{2} \cos \frac{15}{4}(t-5) \right].
\]
Thus \( y'(5) = \frac{1}{2} \) and \( y'(5+T) = \frac{1}{2} e^{-T/4} \). Since the original impulse, \( \delta(t-5) \), caused a discontinuity in \( y' \) of 1/2, we must choose the impulse at \( t = 5 + T \) to be \(-e^{-T/4}\), which is equal and opposite to \( y' \) at \( 5 + T \).

13b. Now consider \( 2y'' + y' + 2y = \delta(t-5) + k\delta(t-5-T) \) with \( y(0) = 0, y'(0) = 0 \). Using the results of Example 1 we have
\[
y(t) = \frac{2}{\sqrt{15}} u_5(t) e^{-(t-5)/4} \sin \frac{15}{4}(t-5) \\
+ \frac{2k}{\sqrt{15}} u_{5+T}(t) e^{-(t-5-T)/4} \sin \frac{15}{4}(t-5-T)
\]
\[
= \frac{2}{\sqrt{15}} e^{-(t-5)/4} \left[ u_5(t) \sin \frac{15}{4}(t-5) + ku_{5+T}(t) e^{-T/4} \sin \frac{15}{4}(t-5-T) \right]
\]
\[
= \frac{2}{\sqrt{15}} e^{-(t-5)/4} \left[ u_5(t) + ke^{-T/4} u_{5+T}(t) \right] \sin \frac{15}{4}(t-5). \]
If \( y(t) \equiv 0 \) for \( t \geq 5 + T \), then \( 1 + ke^{-T/4} = 0 \), or \( k = -e^{-T/4} \), as found in part (a).

17b. We have \((s^2+1)Y(s) = \sum_{k=1}^{20} e^{-ks} \) so that \( Y(s) = \sum_{k=1}^{20} \frac{e^{-ks}}{s^2+1} \)
and hence \( y(t) = \sum_{k=1}^{20} u_{k\pi}(t) \sin(t-k\pi) \)
\[
= u_{\pi}(t) \sin(t-\pi) + u_{2\pi}(t) \sin(t-2\pi) + ... + u_{10\pi}(t) \sin(t-10\pi).
\]
For \( 0 \leq t < \pi \), \( y(t) \equiv 0 \). For \( \pi \leq t < 2\pi \), \( y(t) = \sin(t-\pi) = -\sin t \). For \( 2\pi \leq t < 3\pi \), \( y(t) = \sin(t-\pi) + \sin(t-2\pi) = -\sin t + \sin t = 0 \). Due to the periodicity of \( \sin t \), the solution will exhibit this behavior in alternate intervals for \( 0 \leq t < 20\pi \). After \( t = 20\pi \) the solution remains at zero.

21b. Taking the transform and using the I.C. we have
\[ (s^2+1)Y(s) = \sum_{k=1}^{15} e^{-2(k-1)\pi} \] so that \[ Y(s) = \sum_{k=1}^{15} \frac{e^{-2(k-1)\pi}}{s^2+1}. \]

Thus \[ y(t) = \sum_{k=1}^{15} u_{2(k-1)}(t)\sin[t-(2k-1)\pi] \]
\[ = \sin(t-\pi) + \sin(t-3\pi) \ldots + \sin(t-29\pi) \]
\[ = -\sin t - \sin t \ldots -\sin t \]
\[ = -15\sin t. \]

25b. Substituting for \( f(t) \) we have
\[ y = \int_0^t e^{-(t-t)} \delta(t-\pi)\sin(t-t)dt. \]
We know that the integration variable is always less than \( t \) (the upper limit) and thus for \( t < \pi \) we have \( t < \pi \) and thus \( \delta(t-\pi) = 0 \). Hence \( y = 0 \) for \( t < \pi \). For \( t > \pi \) utilize Eq. (16).
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1c. Using the format of Eqs. (2) and (3) we have
\[ f^*(g*h) = \int_0^t f(t-t)(g*h)(\tau)d\tau \]
\[ = \int_0^t f(t-t) \left[ \int_0^t g(\tau-\eta)h(\eta)d\eta \right] d\tau \]
\[ = \int_0^t \left[ \int_0^t f(t-t)g(\tau-\eta)d\eta \right] h(\eta)(d\eta). \]
The last double integral is obtained from the previous line by interchanging the order of the \( \eta \) and \( \tau \) integrations. Making the change of variable \( \omega = \tau - \eta \) on the inside integral yields
\[ f^*(g*h) = \int_0^t \left[ \int_0^{t-\eta} f(t-\eta-\omega)g(\omega)d\omega \right] h(\eta)d\eta \]
\[ = \int_0^t (f*g)(t-\eta)h(\eta)d\eta = (f*g)*h. \]

4. It is possible to determine \( f(t) \) explicitly by using integration by parts and then find its transform \( F(s) \). However, it is much more convenient to apply Theorem 6.6.1. Let us define \( g(t) = t^2 \) and \( h(t) = \cos 2t \). Then,
\[ f(t) = \int_0^t g(t-\eta)h(\eta)d\eta. \]
Using Table 6.2.1, we have
\[ G(s) = \mathcal{L}\{g(t)\} = 2/s^3 \] and \[ H(s) = \mathcal{L}\{h(t)\} = s/(s^2+4). \]
Hence, by Theorem 6.6.1, \( \mathcal{L}\{f(t)\} = F(s) = G(s)H(s) = 2/s^2(s^2+4). \)
8. As was done in Example 1 think of \( F(s) \) as the product of \( s-4 \) and \( (s^2+1) \) which, according to Table 6.2.1, are the transforms of \( t^{3/6} \) and \( \sin t \), respectively. Hence, by Theorem 6.6.1, the inverse transform of \( F(s) \) is

\[
f(t) = \frac{1}{6} \int_0^t (t-t')^3 \sin t' \, dt.
\]

13. We take the Laplace transform of the D.E. and apply the I.C.: \( (s^2 + 2s + 2)Y(s) = \frac{\alpha}{s^2 + \alpha^2} \). Solving for \( Y(s) \), we have

\[
Y(s) = \left[ \frac{\alpha}{s^2 + \alpha^2} \right] \left[ (s+1)^2 + 1 \right]^{-1},
\]

where the second factor has been written in a convenient way by completing the square. Thus \( Y(s) \) is seen to be the product of the transforms of \( \sin t \) and \( e^{-t} \sin t \) respectively. Hence, according to Theorem 6.6.1, 

\[
y = \int_0^t e^{-(t-t')} \sin(t-t') \sin t' \, dt.
\]

15. Proceeding as in Problem 13 we obtain

\[
Y(s) = \frac{s}{s^2 + s + 5/4} + \frac{1-e^{-s}}{s(s^2 + 5/4)}
\]

\[
= \frac{(s+1/2)}{(s+1/2)^2 + 1} + \frac{1-e^{-s}}{s(s+1/2)^2 + 1},
\]

where the first term is obtained by completing the square in the denominator and the second term is written as the product of two terms whose inverse transforms are known, so that Theorem 6.6.1 can be used. Note that

\[
\mathcal{L}^{-1}\{(1-e^{-s})/s\} = 1 - u_\pi(t).
\]

Also note that a different form of the same solution would be obtained by writing the second term as

\[
(1-e^{-s})(\frac{a}{s} + \frac{bs + c}{(s+1/2)^2 + 1})
\]

for \( a \), \( b \) and \( c \). In this case \( \mathcal{L}^{-1}\{1-e^{-s}\} = \delta(t) - \delta(t-\pi) \) from Section 6.5.

17. Taking the Laplace transform, using the I.C. and solving, we have

\[
Y(s) = \frac{(s+3)}{(s+1)(s+2)} + \frac{s}{(s^2 + \alpha^2)(s+1)(s+2)}.
\]

As in Problem 15, there are several correct ways the second term can be treated in order to use the convolution integral. In order to obtain the desired answer, write the second term as

\[
\frac{s}{s^2 + \alpha^2} \left( \frac{a}{s+1} + \frac{b}{s+2} \right)
\]

and solve for \( a \) and \( b \).

20. To find \( \Phi(s) \) you must recognize the integral that
appears in the equation as a convolution integral. Taking the transform of both sides then yields

\[ \Phi(s) + K(s)\Phi(s) = F(s), \text{ or } \Phi(s) = \frac{F(s)}{1+K(s)}. \]
2. As in Example 1, let \( x_1 = u \) and \( x_2 = u' \), then \( x_1' = x_2 \) and \( x_2' = u'' = 3\sin t - 0.5x_2 - 2x_1 \).

4. In this case let \( x_1 = u \), \( x_2 = u' \), \( x_3 = u'' \), and \( x_4 = u''' \).

5. Let \( x_1 = u \) and \( x_2 = u' \); then \( x_1' = x_2 \) is the first of the desired pair of equations. The second equation is obtained by substituting \( u'' = x_2' \), \( u' = x_2 \), and \( u = x_1 \) in the given D.E. The I.C. become \( x_1(0) = u_0 \), \( x_2(0) = u'_0 \).

8. Follow the steps outlined in Problem 7. Solve the first D.E. for \( x_2 \) to obtain \( x_2 = \frac{3}{2}x_1 - \frac{1}{2}x_1' \). Substitute this into the second D.E. to obtain \( x_1'' - 2.5x_1' + x_1 = 0 \), which has the solution \( x_1 = c_1e^{2t} + c_2e^{-t} \). Differentiating this and substituting into the above equation for \( x_2 \) yields \( x_2 = \frac{1}{2}c_1e^{2t} + 2c_2e^{-t} \). The I.C. then give

\[
c_1 + c_2 = 3 \quad \text{and} \quad \frac{1}{2}c_1 + 2c_2 = \frac{1}{2},
\]

which yield

\[
c_1 = \frac{11}{3}, \quad c_2 = \frac{2}{3}.
\]

Thus \( x_1 = \frac{11}{3}e^{2t} - \frac{2}{3}e^{-t} \) and

\[
x_2 = \frac{11}{6}e^{2t} - \frac{4}{3}e^{-t}.
\]

Note that for large \( t \), the second term in each solution vanishes and we have \( x_1 = \frac{11}{3}e^{2t} \) and \( x_2 = \frac{11}{6}e^{2t} \), so that \( x_1 = 2x_2 \). This says that the graph will be asymptotic to the line \( x_1 = 2x_2 \) for large \( t \).

9. Solving the first D.E. for \( x_2 \) gives \( x_2 = \frac{4}{3}x_1' - \frac{5}{3}x_1 \), which substituted into the second D.E. yields

\[
x_1'' - 2.5x_1' + x_1 = 0.
\]

Thus \( x_1 = c_1e^{t/2} + c_2e^{2t} \) and \( x_2 = -c_1e^{t/2} + c_2e^{2t} \). Using the I.C. yields \( c_1 = -3/2 \) and \( c_2 = -1/3 \). For large \( t \), \( x_1 \equiv (-1/2)e^{2t} \) and \( x_2 \equiv (-1/2)e^{2t} \) and thus the graph is asymptotic to \( x_1 = x_2 \) in the third quadrant. The graph is shown on the right.
12. Solving the first D.E. for $x_2$ gives $x_2 = \frac{1}{2}x_1' + \frac{1}{4}x_1$ and substitution into the second D.E. gives

$$x_1'' + x_1' + \frac{17}{4}x_1 = 0.$$

Thus $x_1 = e^{-t/2}(c_1\cos 2t + c_2\sin 2t)$ and

$$x_2 = e^{-t/2}(c_2\cos 2t - c_1\sin 2t).$$

The I.C. yields $c_1 = -2$ and $c_2 = 2$.

14. If $a_{12} \neq 0$, then solve the first equation for $x_2$, obtaining $x_2 = \left[ x_1' - a_{11}x_1 - g_1(t) \right]/a_{12}$. Upon substituting this expression into the second equation, we have a second order linear O.D.E. for $x_1$. One I.C. is

$$x_1(0) = x_1^0.$$

The second I.C. is

$$x_2(0) = \left[ x_1(0) - a_{12}x_1^0 - g_1(0) \right]/a_{12} = x_2^0.$$

Solving for $x_1'(0)$ gives $x_1'(0) = a_{11}x_2^0 + a_{12}x_1^0 + g_1(0)$. These results hold when $a_{11}, \ldots, a_{22}$ are functions of $t$ as long as the derivatives exist and $a_{12}(t)$ and $a_{21}(t)$ are not both zero on the interval. The initial conditions will involve $a_{11}(0)$ and $a_{12}(0)$.

19. Let us number the nodes 1, 2, and 3 clockwise beginning with the top right node in Figure 7.1.4. Also let $I_1$, $I_2$, $I_3$, and $I_4$ denote the currents through the resistor $R = 1$, the inductor $L = 1$, the capacitor $C = \frac{1}{2}$, and the resistor $R = 2$, respectively. Let $V_1$, $V_2$, $V_3$, and $V_4$ be the corresponding voltage drops. Kirchhoff’s first law applied to nodes 1 and 2, respectively, gives

(i) $I_1 - I_2 = 0$ and (ii) $I_2 - I_3 - I_4 = 0$. Kirchhoff’s second law applied to each loop gives

(iii) $V_1 + V_2 + V_3 = 0$ and (iv) $V_3 - V_4 = 0$. The current-
voltage relation through each circuit element yields four more equations:  
(v) \(V_1 = I_1\),  
(vi) \(I_2' = v_2\),  
(vii) \((1/2)V_3' = I_3\) and  
(viii) \(V_4 = 2I_4\).  
We thus have a system of eight equations in eight unknowns, and we wish to eliminate all of the variables except \(I_2\) and \(V_3\) from this system of equations. For example, we can use Eqs. (i) and (iv) to eliminate \(I_1\) and \(V_4\) in Eqs. (v) and (viii). Then use the new Eqs. (v) and (viii) to eliminate \(V_1\) and \(I_4\) in Eqs. (ii) and (iii). Finally, use the new Eqs. (ii) and (iii) in Eqs. (vi) and (vii) to obtain \(I_2' = - I_2 - V_3, \quad V_3' = 2I_2 - V_3\). These equations are identical (when subscripts on the remaining variables are dropped) to the equations given in the text.

21a. Note that the amount of water in each tank remains constant. Thus \(Q_1(t)/30\) and \(Q_2(t)/20\) represent oz./gal of salt in each tank. As in Example 1 of Section 2.3, we assume the mixture in each tank is well stirred. Then, for the first tank we have

\[
\frac{dQ_1}{dt} = 1.5 - \frac{3Q_1(t)}{30} + 1.5\frac{Q_2(t)}{20},
\]

where the first term on the right represents the amount of salt per minute entering the mixture from an external source, the second term represents the loss of salt per minute going to Tank 2 and the third term represents the gain of salt per minute entering from Tank 2. Similarly, we have

\[
\frac{dQ_2}{dt} = 3 + \frac{3Q_1(t)}{30} - 4\frac{Q_2(t)}{20}
\]

for Tank 2.

21b. Solve the second equation for \(Q_1(t)\) to obtain \(Q_1(t) = 10Q_2'' + 2Q_2 - 30\). Substitution into the first equation then yields \(10Q_2'' + 3Q_2' + \frac{1}{8}Q_2 = \frac{9}{2}\). The steady state solution for this is \(Q_2^E = 8(9/2) = 36\). Substituting this value into the equation for \(Q_1\) yields \(Q_1^E = 72 - 30 = 42\).

21c. Substitute \(Q_1 = x_1 + 42\) and \(Q_2 = x_2 + 36\) into the equations found in part a.
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1a. \( \begin{pmatrix} 2 & -4 & 0 \\ 6 & 4 & -2 \\ -4 & 2 & 6 \end{pmatrix} \) so that

\[
2A + B = \begin{pmatrix} 2+4 & -4-2 & 0+3 \\ 6-1 & 4+5 & -2+0 \\ -4+6 & 2+1 & 6+2 \end{pmatrix} = \begin{pmatrix} 6 & -6 & 3 \\ 5 & 9 & -2 \\ 2 & 3 & 8 \end{pmatrix}
\]

1c. Using Eq. (9) and following Example 1 we have

\[
AB = \begin{pmatrix} 4 + 2 + 0 & -2 - 10 + 0 & 3 + 0 + 0 \\ 12 - 2 - 6 & -6 + 10 - 1 & 9 + 0 - 2 \\ -8 - 1 + 18 & 4 + 5 + 3 & -6 + 0 + 6 \end{pmatrix},
\]

which yields the correct answer.

\[
AB = \begin{pmatrix} 6 & -5 & -7 \\ 1 & 9 & 1 \\ -1 & -2 & 8 \end{pmatrix}
\quad \text{and} \quad
BC = \begin{pmatrix} 5 & 3 & 3 \\ -1 & 7 & 3 \\ 2 & 3 & -2 \end{pmatrix}
\]

\[
(AB)C = A(BC) = \begin{pmatrix} 7 & -11 & -3 \\ 11 & 20 & 17 \\ -4 & 3 & -12 \end{pmatrix}
\]

In problems 10 through 19 the method of row reduction, as illustrated in Example 2, can be used to find the inverse matrix or else to show that none exists. We start with the original matrix augmented by the identity matrix, describe a suitable sequence of elementary row operations, and show the result of applying these operations.

10. Start with the given matrix augmented by the identity matrix.

\[
\begin{pmatrix} 1 & 4 & 1 & 0 \\ -2 & 3 & 0 & 1 \end{pmatrix}
\]

Add 2 times the first row to the second row.

\[
\begin{pmatrix} 1 & 4 & 1 & 0 \\ 0 & 11 & 2 & 1 \end{pmatrix}
\]

Multiply the second row by \((1/11)\).
Add (-4) times the second row to the first row.

\[
\begin{pmatrix}
1 & 0 & \frac{3}{11} & -\frac{4}{11} \\
0 & 1 & \frac{2}{11} & \frac{1}{11}
\end{pmatrix}
\]

Since we have performed the same operation on the given matrix and the identity matrix, the 2 x 2 matrix appearing on the right side of this augmented matrix is the desired inverse matrix. The answer can be checked by multiplying it by the given matrix; the result should be the identity matrix.

12. The augmented matrix in this case is:

\[
\begin{pmatrix}
1 & 2 & 3 & 1 & 0 & 0 \\
0 & 0 & 1 & 3 & 0 & -1 \\
0 & -1 & -3 & -3 & 0 & 1
\end{pmatrix}
\]

Add (-2) times the first row to the second row and (-3) times the first row to the third row.

\[
\begin{pmatrix}
1 & 2 & 3 & 1 & 0 & 0 \\
0 & 0 & -1 & -2 & 1 & 0 \\
0 & -1 & -3 & -3 & 0 & 1
\end{pmatrix}
\]

Multiply the second and third rows by (-1) and interchange them.

\[
\begin{pmatrix}
1 & 2 & 3 & 1 & 0 & 0 \\
0 & 1 & 3 & 3 & 0 & -1 \\
0 & 0 & 1 & 2 & -1 & 0
\end{pmatrix}
\]

Add (-3) times the third row to the first and second
Add (-2) times the second row to the first row.

The desired answer appears on the right side of this augmented matrix.

14. Again, start with the given matrix augmented by the identity matrix.

Add (2) times the first row to the second row and add (-1) times the first row to the third row.

Add (4/5) times the second row to the third row.

Since the third row of the left matrix is all zeros, no further reduction can be performed, and the given matrix is singular.
Section 7.3

22. \( \mathbf{x}' = \begin{pmatrix} 4 \\ 2 \end{pmatrix} e^{2t} = \begin{pmatrix} 8 \\ 4 \end{pmatrix} e^{2t} \); and

\[
\begin{pmatrix} 3 & -2 \\ 2 & -2 \end{pmatrix} \mathbf{x} = \begin{pmatrix} 3 & -2 \\ 2 & -2 \end{pmatrix} \begin{pmatrix} 4 \\ 2 \end{pmatrix} e^{2t} = \begin{pmatrix} 12-4 \\ 8-4 \end{pmatrix} e^{2t} = \begin{pmatrix} 8 \\ 4 \end{pmatrix} e^{2t}.
\]

25. \( \Psi = \begin{pmatrix} -3e^{-3t} & 2e^{2t} \\ 12e^{-3t} & 2e^{2t} \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 4 & -2 \end{pmatrix} \begin{pmatrix} e^{-3t} & e^{2t} \\ -4e^{-3t} & e^{2t} \end{pmatrix} \).
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1. Form the augmented matrix, as in Example 1, and use row reduction.

\[
\begin{pmatrix}
1 & 0 & -1 & 0 \\
3 & 1 & 1 & 1 \\
-1 & 1 & 2 & 2
\end{pmatrix}
\]

Add (-3) times the first row to the second and add the first row to the third.

\[
\begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 1 & 1 & 2
\end{pmatrix}
\]

Add (-1) times the second row to the third.

\[
\begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 0 & -3 & 1
\end{pmatrix}
\]

The third row is equivalent to \(-3x_3 = 1\) or \(x_3 = -1/3\). Likewise the second row is equivalent to \(x_2 + 4x_3 = 1\), so \(x_2 = 7/3\). Finally, from the first row, \(x_1 - x_3 = 0\), so \(x_1 = -1/3\). The answer can be checked by substituting into the original equations.
2. The augmented matrix is \[ \begin{pmatrix} 1 & 2 & -1 & . & 1 \\ . \\ 2 & 1 & 1 & . & 1 \\ . \\ 1 & -1 & 2 & . & 1 \end{pmatrix} \text{.} \] Row reduction then yields
\[ \begin{pmatrix} 1 & 2 & -1 & . & 1 \\ . \\ 0 & -3 & 3 & . & -1 \\ . \\ 0 & 0 & 0 & . & 1 \end{pmatrix} \text{.} \]

The last row corresponds to the equation \( 0x_1 + 0x_2 + 0x_3 = 1 \), and there is no choice of \( x_1, x_2, \) and \( x_3 \) that satisfies this equation. Hence the given system of equations has no solution.

3. Form the augmented matrix and use row reduction.
\[ \begin{pmatrix} 1 & 2 & -1 & . & 2 \\ . \\ 2 & 1 & 1 & . & 1 \\ . \\ 1 & -1 & 2 & . & -1 \end{pmatrix} \text{.} \]
Add \((-2)\) times the first row to the second and add \((-1)\) times the first row to the third.
\[ \begin{pmatrix} 1 & 2 & -1 & . & 2 \\ . \\ 0 & -3 & 3 & . & -3 \\ . \\ 0 & -3 & 3 & . & -3 \end{pmatrix} \text{.} \]
Add \((-1)\) times the second row to the third row and then multiply the second row by \((-1/3)\).
\[ \begin{pmatrix} 1 & 2 & -1 & . & 2 \\ . \\ 0 & 1 & -1 & . & 1 \\ . \\ 0 & 0 & 0 & . & 0 \end{pmatrix} \]
Since the last row has only zero entries, it may be dropped. The second row corresponds to the equation
\[ x_2 - x_3 = 1. \]
We can assign an arbitrary value to either \( x_2 \) or \( x_3 \) and use this equation to solve for the other. For example, let \( x_3 = c \), where \( c \) is arbitrary. Then \( x_2 = 1 + c \). The first row corresponds to the equation
\[ x_1 + 2x_2 - x_3 = 2, \]
so
\[ x_1 = 2 - 2x_2 + x_3 = 2 - 2(1+c) + c = -c. \]

6. To determine whether the given set of vectors is linearly independent we must solve the system
\[
c_1 x^{(1)} + c_2 x^{(2)} + c_3 x^{(3)} + c_4 x^{(4)} = 0 \quad \text{for} \quad c_1, c_2, c_3, \text{and} \ c_4.
\]
Writing this in scalar form, we have
\[
c_1 + c_3 = 0, \quad c_1 + c_2 = 0, \quad c_2 + c_3 = 0.
\]

The augmented matrix is
\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{pmatrix}
\]
Row reduction yields
\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 2 & 0
\end{pmatrix}
\]
From the third row we have \( c_3 = 0 \). Then from the second row, \( c_2 - c_3 = 0 \), so \( c_2 = 0 \). Finally from the first row \( c_1 + c_3 = 0 \), so \( c_1 = 0 \). Since \( c_1 = c_2 = c_3 = 0 \), we conclude that the given vectors are linearly independent.

8. As in Problem 6 we wish to solve the system
\[
c_1 x^{(1)} + c_2 x^{(2)} + c_3 x^{(3)} + c_4 x^{(4)} = 0 \quad \text{for} \quad c_1, c_2, c_3, \text{and} \ c_4.
\]
Form the augmented matrix and use row reduction.
Add \((-2)\) times the first row to the second, add \((-2)\)
times the first row to the third, and add \((-3)\) times the
first row to the fourth.

\[
\begin{pmatrix}
1 & -1 & -2 & -3 & . & 0 \\
2 & 0 & -1 & 0 & . & 0 \\
2 & 3 & 1 & -1 & . & 0 \\
3 & 1 & 0 & 3 & . & 0 \\
\end{pmatrix}
\]

Multiply the second row by \((1/2)\) and then add \((-5)\) times
the second row to the third and add \((-4)\) times the second
row to the fourth.

\[
\begin{pmatrix}
1 & -1 & -2 & -3 & . & 0 \\
0 & 2 & 3 & 6 & . & 0 \\
0 & 5 & 5 & 5 & . & 0 \\
0 & 4 & 6 & 12 & . & 0 \\
\end{pmatrix}
\]

The third row is equivalent to the equation \(c_3 + 4c_4 = 0\).
One way to satisfy this equation is by choosing \(c_4 = -1\);
then \(c_3 = 4\). From the second row we then have \(c_2 = - (3/2)c_3 - 3c_4 = - 6 + 3 = -3\). Then, from the first
row, \(c_1 = c_2 + 2c_3 + 3c_4 = -3 + 8 - 3 = 2\). Hence the
given vectors are linearly dependent, and satisfy
\(2\mathbf{x}^{(1)} - 3\mathbf{x}^{(2)} + 4\mathbf{x}^{(3)} - \mathbf{x}^{(4)} = 0\).

14. Let \(t = t_0\) be a fixed value of \(t\) in the interval
\(0 \leq t \leq 1\). To determine whether \(\mathbf{x}^{(1)}(t_0)\) and \(\mathbf{x}^{(2)}(t_0)\) are
linearly dependent we must solve $c_1x^{(1)}(t_0)+c_2x^{(2)}(t_0)=0$.

We have the augmented matrix

$$
\begin{pmatrix}
e^{t_0} & 1 & . & 0 \\
t_0e^{t_0} & t_0 & . & 0
\end{pmatrix}.
$$

Multiply the first row by $(-t_0)$ and add to the second row to obtain

$$
\begin{pmatrix}
e^{t_0} & 1 & . & 0 \\
0 & 0 & . & 0
\end{pmatrix}.
$$

Thus, for example, we can choose $c_1 = 1$ and $c_2 = -e^{t_0}$, and hence the given vectors are linearly dependent at $t_0$. Since $t_0$ is arbitrary the vectors are linearly dependent at each point in the interval. However, there is no linear relation between $x^{(1)}$ and $x^{(2)}$ that is valid throughout the interval $0 \leq t \leq 1$. For example, if $t_1 \neq t_0$, and if $c_1$ and $c_2$ are chosen as above, then

$$
c_1x^{(1)}(t_1) + c_2x^{(2)}(t_1) = \begin{pmatrix} e^{t_1} \\ t_1e^{t_1} \end{pmatrix} - e^{t_0} \begin{pmatrix} 1 \\ t_1 \end{pmatrix} = \begin{pmatrix} e^{t_1} - e^{t_0} \\ t_1e^{t_1} - t_1e^{t_0} \end{pmatrix} \neq \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
$$

Hence the given vectors must be linearly independent on $0 \leq t \leq 1$. In fact, the same argument applies to any interval.

15. To find the eigenvalues and eigenvectors of the given matrix we must solve

$$
\begin{pmatrix} 5-\lambda & -1 \\ 3 & 1-\lambda \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
$$

The determinant of coefficients is $(5-\lambda)(1-\lambda) - (-1)(3) = 0$, or $\lambda^2 - 6\lambda + 8 = 0$. Hence $\lambda_1 = 2$ and $\lambda_2 = 4$ are the eigenvalues. The eigenvector corresponding to $\lambda_1$ must satisfy

$$
\begin{pmatrix} 3 & -1 \\ 3 & -1 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
$$

or $3x_1 - x_2 = 0$. If we let $x_1 = 1$, then $x_2 = 3$ and the eigenvector is $x^{(1)} = \begin{pmatrix} 1 \\ 3 \end{pmatrix}$, or any constant multiple of this vector. Similarly, the eigenvector corresponding to $\lambda_2$ must satisfy
\[
\begin{pmatrix}
1 & -1 \\
3 & -3 \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\end{pmatrix},
\]
or \(x_1 - x_2 = 0\). Hence \(x^{(2)} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}\), or a multiple thereof.

18. Since \(a_{12} = a_{21}\), the given matrix is Hermitian and we know in advance that its eigenvalues are real. To find the eigenvalues and eigenvectors we must solve

\[
\begin{pmatrix}
1 - \lambda & i \\
-i & 1 - \lambda \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\end{pmatrix}.
\]
The determinant of coefficients is \((1 - \lambda)^2 - i(-i) = \lambda^2 - 2\lambda\), so the eigenvalues are \(\lambda_1 = 0\) and \(\lambda_2 = 2\); observe that they are indeed real even though the given matrix has imaginary entries. The eigenvector corresponding to \(\lambda_1\) must satisfy

\[
\begin{pmatrix}
1 & i \\
-i & 1 \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\end{pmatrix},
\]
or \(x_1 + ix_2 = 0\). Note that the second equation \(-ix_1 + x_2 = 0\) is a multiple of the first.

If \(x_1 = 1\), then \(x_2 = i\), and the eigenvector is \(x^{(1)} = \begin{pmatrix} 1 \\ i \end{pmatrix}\). In a similar way we find that the eigenvector associated with \(\lambda_2\) is \(x^{(2)} = \begin{pmatrix} 1 \\ -i \end{pmatrix}\).

21. The eigenvalues and eigenvectors satisfy

\[
\begin{pmatrix}
1 - \lambda & 0 & 0 \\
2 & 1 - \lambda & -2 \\
3 & 2 & 1 - \lambda \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0 \\
\end{pmatrix}.
\]
The determinant of coefficients is \((1 - \lambda)[(1 - \lambda)^2 + 4] = 0\), which has roots \(\lambda = 1, 1 \pm 2i\). For \(\lambda = 1\), we then have \(2x_1 - 2x_3 = 0\) and \(3x_1 + 2x_2 = 0\). Choosing \(x_1 = 2\) then yields \(\begin{pmatrix} 2 \\ -3 \\ 2 \end{pmatrix}\) as the eigenvector corresponding to \(\lambda = 1\). For \(\lambda = 1 + 2i\) we have \(-2ix_1 = 0, 2x_1 - 2ix_2 - 2x_3 = 0\) and \(3x_1 + 2x_2 - 2ix_3 = 0\), yielding \(x_1 = 0\) and \(x_3 = -ix_2\). Thus \(\begin{pmatrix} 0 \\ 1 \\ -i \end{pmatrix}\) is the eigenvector corresponding to \(\lambda = 1 + 2i\). A similar calculation shows that
0
1
1
is the eigenvector corresponding to \( \lambda = 1 - 2i \).

24. Since the given matrix is real and symmetric, we know that the eigenvalues are real. Further, even if there are repeated eigenvalues, there will be a full set of three linearly independent eigenvectors. To find the eigenvalues and eigenvectors we must solve

\[
\begin{pmatrix}
3-\lambda & 2 & 4 \\
2 & -\lambda & 2 \\
4 & 2 & 3-\lambda
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
=
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

The determinant of coefficients is

\[
(3-\lambda)[-\lambda(3-\lambda)-4] - 2[2(3-\lambda) - 8] + 4[4 + 4\lambda] = -\lambda^3 + 6\lambda^2 + 15\lambda + 8.
\]

Setting this equal to zero and solving we find \( \lambda_1 = \lambda_2 = -1, \lambda_3 = 8 \). The eigenvectors corresponding to \( \lambda_1 \) and \( \lambda_2 \) must satisfy

\[
\begin{pmatrix}
4 & 2 & 4 \\
2 & 1 & 2 \\
4 & 2 & 4
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
=
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}; \text{ hence there is only the single relation } 2x_1 + x_2 + 2x_3 = 0 \text{ to be satisfied.}
\]

Consequently, two of the variables can be selected arbitrarily and the third is then determined by this equation. For example, if \( x_1 = 1 \) and \( x_3 = 1 \), then \( x_2 = -4 \), and we obtain the eigenvector \( x^{(1)} = \begin{pmatrix} 1 \\ -4 \\ 1 \end{pmatrix} \). Similarly, if \( x_1 = 1 \) and \( x_2 = 0 \), then \( x_3 = -1 \), and we have the eigenvector \( x^{(2)} = \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix} \), which is linearly independent of \( x^{(1)} \). There are many other choices that could have been made; however, by Eq.(38) there can be no more than two linearly independent eigenvectors corresponding to the eigenvalue -1. To find the eigenvector corresponding to \( \lambda_3 \) we must solve
Interchange the first and second rows and use row reduction to obtain the equivalent system \( x_1 - 4x_2 + x_3 = 0 \), \( 2x_2 - x_3 = 0 \). Since there are two equations to satisfy only one variable can be assigned an arbitrary value. If we let \( x_2 = 1 \), then \( x_3 = 2 \) and \( x_1 = 2 \), so we find that \( x^{(3)} = \begin{pmatrix} 2 \\ 1 \\ 2 \end{pmatrix} \).

27. We are given that \( Ax = b \) has solutions and thus we have \( (Ax, y) = (b, y) \). From Problem 26, though, \( (Ax, y) = (x, A^*y) = 0 \). Thus \( (b, y) = 0 \). For Example 2, \( A^* = A = \begin{pmatrix} 1 & -1 & 2 \\ -2 & 1 & -1 \\ 3 & -2 & 3 \end{pmatrix} \) and, using row reduction, the augmented matrix for \( A^*y = 0 \) becomes \( \begin{pmatrix} 1 & -1 & 0 \\ 0 & 1 & -3 \\ 0 & 0 & 0 \end{pmatrix} \). Thus \( y = c \begin{pmatrix} 1 \\ 3 \\ 1 \end{pmatrix} \) and hence \( (b, y) = b_1 + 3b_2 + b_3 = 0 \).

Section 7.4, Page 371

1. Use Mathematical Induction. It has already been proven that if \( x^{(1)} \) and \( x^{(2)} \) are solutions, then so is \( c_1x^{(1)} + c_2x^{(2)} \). Assume that if \( x^{(1)}, x^{(2)}, \ldots, x^{(k)} \) are solutions, then \( x = c_1x^{(1)} + \ldots + c_kx^{(k)} \) is a solution. Then use Theorem 7.4.1 to conclude that \( x + c_{k+1}x^{(k+1)} \) is also a solution and thus \( c_1x^{(1)} + \ldots + c_{k+1}x^{(k+1)} \) is a solution if \( x^{(1)}, \ldots, x^{(k+1)} \) are solutions.

2a. From Eq.(10) we have
\[
W = \begin{vmatrix} x_1^{(1)} & x_1^{(2)} \\ x_2^{(1)} & x_2^{(2)} \end{vmatrix} = x_1^{(1)}x_2^{(2)} - x_2^{(1)}x_1^{(2)}. 
\]

Taking the derivative of these two products yields four terms which may be written as
\[
\frac{dW}{dt} = \left[ \frac{dx_1^{(1)}}{dt} x_2^{(2)} - \frac{dx_2^{(1)}}{dt} x_2^{(1)} \right] + \left[ x_1^{(1)} \frac{dx_2^{(2)}}{dt} - \frac{dx_2^{(1)}}{dt} x_1^{(2)} \right].
\]

The terms in the square brackets can now be recognized as the respective determinants appearing in the desired solution. A similar result was mentioned in Problem 20 of Section 4.1.

2b. If \(x^{(1)}\) is substituted into Eq.(3) we have

\[
\begin{align*}
\frac{dx_1^{(1)}}{dt} &= p_{11} x_1^{(1)} + p_{12} x_2^{(1)}, \\
\frac{dx_2^{(1)}}{dt} &= p_{21} x_1^{(1)} + p_{22} x_2^{(1)}.
\end{align*}
\]

Substituting the first equation above and its counterpart for \(x^{(2)}\) into the first determinant appearing in \(dW/dt\) and evaluating the result yields \(p_{11} W\).

Similarly, the second determinant in \(dW/dt\) is evaluated as \(p_{22} W\), yielding the desired result.

2c. From part b we have \(\frac{dW}{W} = [p_{11}(t) + p_{22}(t)] dt\) which gives

\[W(t) = c \exp \int [p_{11}(t) + p_{22}(t)] dt.\]

6a. \(W = \begin{vmatrix} t & t^2 \\ 1 & 2t \end{vmatrix} = 2t^2 - t^2 = t^2.\)

6b. Pick \(t = t_0\), then \(c_1 x^{(1)}(t_0) + c_2 x^{(2)}(t_0) = 0\) implies

\[c_1 \begin{pmatrix} t_0 \\ 1 \end{pmatrix} + c_2 \begin{pmatrix} t_0^2 \\ 2t_0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}\]

which has a non-zero solution for \(c_1\) and \(c_2\) if and only if

\[\begin{vmatrix} t_0 & t_0^2 \\ 1 & 2t_0 \end{vmatrix} = 2t_0^3 - t_0^3 = t_0^2 = 0.\]

Thus \(x^{(1)}(t)\) and \(x^{(2)}(t)\) are linearly independent at each point except \(t = 0\). Thus they are linearly independent on every interval.

6c. From part a we see that the Wronskian vanishes at \(t = 0\), but not at any other point. By Theorem 7.4.3, if \(p(t)\), from Eq.(3), is continuous, then the Wronskian is either identically zero or else never vanishes. Hence, we conclude that the D.E. satisfied by \(x^{(1)}(t)\) and \(x^{(2)}(t)\) must have at least one discontinuous coefficient at \(t = 0\).

6d. To obtain the system satisfied by \(x^{(1)}\) and \(x^{(2)}\) we
consider
\[ x = c_1 x^{(1)} + c_2 x^{(2)}, \]
or
\[
\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = c_1 \begin{pmatrix} t \\ 1 \end{pmatrix} + c_2 \begin{pmatrix} t^2 \\ 2t \end{pmatrix}.
\]

Taking the derivative we obtain
\[
\begin{pmatrix} x_1' \\ x_2' \end{pmatrix} = c_1 \begin{pmatrix} 1 \\ 0 \end{pmatrix} + c_2 \begin{pmatrix} 2t \\ 2 \end{pmatrix}.
\]
Solving this last system for \( c_1 \) and \( c_2 \) we find
\[
 c_1 = x_1' - tx_2' \quad \text{and} \quad c_2 = x_2'/2.
\]
Thus
\[
\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = (x_1' - tx_2') \begin{pmatrix} t \\ 1 \end{pmatrix} + x_2' \begin{pmatrix} 2t \\ 2 \end{pmatrix},
\]
which yields
\[
x_1 = tx_1' - \frac{t^2}{2}x_2' \quad \text{and} \quad x_2 = x_1'.
\]
Writing this system in matrix form we have
\[
x = \begin{pmatrix} t - \frac{t^2}{2} \\ 1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} x'.
\]
Finding the inverse of the matrix multiplying \( x' \) yields the desired solution.

Section 7.5, Page 381

1. Assuming that there are solutions of the form \( x = \xi e^{rt} \), we substitute into the D.E. to find
\[
 r\xi e^{rt} = \begin{pmatrix} 3 & -2 \\ -2 & 2 \end{pmatrix} \xi e^{rt}. \]
Since \( \xi = I\xi = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \xi \), we can write this equation as
\[
\begin{pmatrix} 3 & -2 \\ 2 & -2 \end{pmatrix} \xi - r \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \xi = 0
\]
thus we must solve
\[
\begin{pmatrix} 3-r & -2 \\ 2 & -2-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]
for \( r, \xi_1, \xi_2 \).

The determinant of the coefficients is
\[
(3-r)(-2-r) + 4 = r^2 - r - 2,
\]
so the eigenvalues are \( r = -1, 2 \). The eigenvector corresponding to \( r = -1 \) satisfies
\[
\begin{pmatrix} 4 & -2 \\ 2 & -1 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]
which yields \( 2\xi_1 - \xi_2 = 0 \).

Thus \( x^{(1)}(t) = \xi^{(1)} e^{-t} = \begin{pmatrix} 1 \\ 2 \end{pmatrix} e^{-t} \), where we have set \( \xi_1 = 1 \).
(Any other non zero choice would also work). In a similar fashion, for \( r = 2 \), we have
\[
\begin{pmatrix} 1 & -2 \\ 2 & -4 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]
or \( \xi_1 - 2\xi_2 = 0 \). Hence \( x^{(2)}(t) = \xi^{(2)} e^{2t} = \begin{pmatrix} 2 \\ 1 \end{pmatrix} e^{2t} \) by...
setting $\xi_2 = 1$. The general solution is then

$$\mathbf{x} = c_1 \xi_1^{(1)}(t) + c_2 \xi_2^{(2)}(t).$$

To sketch the trajectories we follow the steps illustrated in Examples 1 and 2.

Setting $c_2 = 0$ we have

$$\mathbf{x} = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = c_1 \begin{pmatrix} 1 \\ 2 \end{pmatrix} e^{-t} \text{ or } x_1 = c_1 e^{-t}$$

and $x_2 = 2c_1 e^{-t}$ and thus one asymptote is given by $x_2 = 2x_1$. In a similar fashion $c_1 = 0$ gives

$$x_2 = \frac{1}{2}x_1$$
as a second asymptote. Since the roots differ in sign, the trajectories for this problem are similar in nature to those in Example 1. For $c_2 \neq 0$, all solutions will be asymptotic to $x_2 = \frac{1}{2}x_1$ as $t \to \infty$. For $c_2 = 0$, the solution approaches the origin along the line $x_2 = 2x_1$.

5. Proceeding as in Problem 1 we assume a solution of the form $\mathbf{x} = \xi e^{rt}$, where $r$, $\xi_1$, $\xi_2$ must now satisfy

$$\begin{pmatrix} -2-r & 1 \\ 1 & -2-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ 

Evaluating the determinant of the coefficients set equal to zero yields $r = -1$, $-3$ as the eigenvalues. For $r = -1$ we find $\xi_1 = \xi_2$ and thus

$$\xi_1^{(1)} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$$

and for $r = -3$ we find $\xi_2 = -\xi_1$ and hence

$$\xi_2^{(2)} = \begin{pmatrix} 1 \\ -1 \end{pmatrix}.$$ 

The general solution is then

$$\mathbf{x} = c_1 \begin{pmatrix} 1 \\ 1 \end{pmatrix} e^{-t} + c_2 \begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{-3t}.$$ 

Since there are two negative eigenvalues, we would expect the trajectories to be similar to those of Example 2. Setting $c_2 = 0$ and eliminating $t$ (as in Problem 1) we find that

$$\begin{pmatrix} 1 \\ 1 \end{pmatrix} e^{-t}$$

approaches the origin along the line $x_2 = x_1$.

Similarly

$$\begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{-3t}$$

approaches the origin along the line...
\[ x_2 = -x_1. \] As long as \( c_1 \neq 0 \) (since \( e^{-t} \) is the dominant term as \( t \to 0 \)), all trajectories approach the origin asymptotic to \( x_2 = x_1 \). For \( c_1 = 0 \), the trajectory approaches the origin along \( x_2 = -x_1 \), as shown in the graph.

6. The characteristic equation is \((5/4 - r)^2 - 9/16 = 0\), so \( r = 2, 1/2 \). Since the roots are of the same size, the behavior of the solutions is similar to Problem 5, except the trajectories are reversed since the roots are positive.

7. Again assuming \( x = \xi e^{rt} \) we find that \( r, \xi_1, \xi_2 \) must satisfy
\[
\begin{pmatrix}
4-r & -3 \\
8 & -6-r
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}.
\]
The determinant of the coefficients set equal to zero yields \( r = 0, -2 \). For \( r = 0 \) we find \( 4\xi_1 = 3\xi_2 \). Choosing \( \xi_2 = 4 \) we find \( \xi_1 = 3 \) and thus \( \xi^{(1)} = \begin{pmatrix} 3 \\ 4 \end{pmatrix} \). Similarly for \( r = -2 \) we have
\[
\xi^{(2)} = \begin{pmatrix} 1 \\ 2 \end{pmatrix}
\]
and thus \( x = c_1 \begin{pmatrix} 3 \\ 4 \end{pmatrix} + c_2 \begin{pmatrix} 1 \\ 2 \end{pmatrix} e^{-2t} \). To sketch the trajectories, note that the general solution is equivalent to the simultaneous equations \( x_1 = 3c_1 + c_2 e^{-2t} \) and \( x_2 = 4c_1 + 2c_2 e^{-2t} \). Solving the first equation for \( c_2 e^{-2t} \) and substituting into the second yields
\[
x_2 = 2x_1 - 2c_1 \text{ and thus the trajectories are parallel straight lines.}
\]

9. The eigenvalues are given by
\[
\frac{1-r}{-i} \begin{pmatrix} 1 & i \\ -i & 1-r \end{pmatrix} = (1-r)^2 + i^2 = r(r-2) = 0.
\]
For \( r = 0 \) we have
\[
\begin{pmatrix} 1 & i \\ -i & 1 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = 0
\]
and \( -i\xi_1 + \xi_2 = 0 \) and thus \( \begin{pmatrix} 1 \\ i \end{pmatrix} \) is one eigenvector. Similarly
\[
\begin{pmatrix} 1 \\ -i \end{pmatrix}
\]
is the eigenvector for \( r = 2 \).

14. The eigenvalues and eigenvectors of the coefficient
matrix satisfy \[
\begin{pmatrix}
1-r & -1 & 4 \\
3 & 2-r & -1 \\
2 & 1 & -1-r \\
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3 \\
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \\
0 \\
\end{pmatrix}.
\]
The determinant of coefficients set equal to zero reduces to \[r^3 - 2r^2 - 5r + 6 = 0,\] so the eigenvalues are \[r_1 = 1,\ r_2 = -2,\] and \[r_3 = 3.\] The eigenvector corresponding to \[r_1\] must satisfy \[
\begin{pmatrix}
0 & -1 & 4 \\
3 & 1 & -1 \\
2 & 1 & -2 \\
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3 \\
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \\
0 \\
\end{pmatrix}.
\]
Using row reduction we obtain the equivalent system \[
\xi_1 + \xi_3 = 0,\ 
\xi_2 - 4\xi_3 = 0.
\]
Letting \[\xi_1 = 1,\] it follows that \[\xi_3 = -1\] and \[\xi_2 = -4,\] so \[\xi^{(1)} = \begin{pmatrix} 1 \\
-1 \\
-4 \\
\end{pmatrix}\]. In a similar way the eigenvectors corresponding to \[r_2\] and \[r_3\] are found to be \[
\xi^{(2)} = \begin{pmatrix} 1 \\
-1 \\
1 \\
\end{pmatrix}\] and \[\xi^{(3)} = \begin{pmatrix} 1 \\
2 \\
1 \\
\end{pmatrix}\], respectively. Thus the general solution of the given D.E. is \[
x = c_1 \begin{pmatrix} 1 \\
-1 \\
-1 \\
\end{pmatrix} e^{-t} + c_2 \begin{pmatrix} 1 \\
1 \\
-1 \\
\end{pmatrix} e^{-2t} + c_3 \begin{pmatrix} 1 \\
2 \\
1 \\
\end{pmatrix} e^{3t}.
\]
“Trajectories” of this solution would lie in the \(x_1\ x_2\ x_3\) three dimensional space.

16. The eigenvalues and eigenvectors of the coefficient matrix are found to be \[r_1 = -1,\ \xi^{(1)} = \begin{pmatrix} 1 \\
1 \\
1 \\
\end{pmatrix}\] and \[r_2 = 3,\ \xi^{(2)} = \begin{pmatrix} 1 \\
5 \\
\end{pmatrix}.\] Thus the general solution of the given D.E. is \[
x = c_1 \begin{pmatrix} 1 \\
1 \\
1 \\
\end{pmatrix} e^{-t} + c_2 \begin{pmatrix} 1 \\
5 \\
\end{pmatrix} e^{3t}.
\]
The I.C. yields the system of equations \[c_1 \begin{pmatrix} 1 \\
1 \\
1 \\
\end{pmatrix} + c_2 \begin{pmatrix} 1 \\
5 \\
\end{pmatrix} = \begin{pmatrix} 1 \\
1 \\
3 \\
\end{pmatrix}.
\] The augmented
matrix of this system is \[
\begin{pmatrix}
1 & 1 & 1 \\
1 & 5 & 3
\end{pmatrix}
\] and by row reduction we obtain \[
\begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 1/2
\end{pmatrix}
\]. Thus \(c_2 = 1/2\) and \(c_1 = 1/2\).

Substituting these values in the general solution gives the solution of the I.V.P. As \(t \to \infty\), the solution becomes asymptotic to \(x = \frac{1}{2}(1,5)e^{3t}\), or \(x_2 = 5x_1\).

20. Substituting \(x = \xi_t^r\) into the D.E. we obtain \(r\xi_t^r = \begin{pmatrix} 2 & -1 \\ 3 & -2 \end{pmatrix} \xi_t^r\). For \(t \neq 0\) this equation can be written as \(\begin{pmatrix} 2-r & -1 \\ 3 & -2-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}\). The eigenvalues and eigenvectors are \(r_1 = 1, \quad \xi_1^{(1)} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}\) and \(r_2 = -1, \quad \xi_1^{(2)} = \begin{pmatrix} 1 \\ 3 \end{pmatrix}\). Substituting these in the assumed form we obtain the general solution \(x = c_1 \begin{pmatrix} 1 \\ 1 \end{pmatrix} t + c_2 \begin{pmatrix} 1 \\ 3 \end{pmatrix} t^{-1}\).
31c. The eigenvalues are given by
\[
\begin{vmatrix}
-1-r & -1 \\
-\alpha & -1-r
\end{vmatrix} = r^2 + 2r + 1 - \alpha = 0.
\]
Thus \(r_{1,2} = -1 \pm \sqrt{\alpha} \).

Note that in Part (a) the eigenvalues are both negative while in Part (b) they differ in sign. Thus, in this part, if we choose \(\alpha = 1\), then one eigenvalue is zero, which is the transition of the one root from negative to positive. This is the desired bifurcation point.
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1. We assume a solution of the form \(x = \xi e^{rt}\) thus \(r\) and \(\xi\) are solutions of
\[
\begin{pmatrix}
3-r & -2 \\
4 & -1-r
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
The determinant of coefficients is \(r^2 - 2r - 3) + 8 = r^2 - 2r + 5\), so the eigenvalues are \(r = 1 \pm 2i\). The eigenvector corresponding to \(1 + 2i\) satisfies
\[
\begin{pmatrix}
2-2i & -2 \\
4 & -2-2i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]
or \((2-2i)\xi_1 - 2\xi_2 = 0\). If \(\xi_1 = 1\), then \(\xi_2 = 1-i\) and
\[
\xi^{(1)} = \begin{pmatrix} 1 \\ 1-i \end{pmatrix}
\]
and thus one complex-valued solution of the D.E. is
\[
x^{(1)}(t) = \begin{pmatrix} 1 \\ 1-i \end{pmatrix} e^{(1+2i)t}.
\]
To find real-valued solutions (see Eqs.8 and 9) we take the real and imaginary parts, respectively of \(x^{(1)}(t)\). Thus \(x^{(1)}(t) = \begin{pmatrix} 1 \\ 1-i \end{pmatrix} e^{(1+2i)t} = e^t \begin{pmatrix} \cos 2t + \sin 2t \\ \cos 2t + \sin 2t + i(\sin 2t - \cos 2t) \end{pmatrix}.\)

\[
\begin{pmatrix} \cos 2t \\ \cos 2t + \sin 2t + i(\sin 2t - \cos 2t) \end{pmatrix}.
\]
Hence the general solution of the D.E. is
\[
x = c_1 e^t \begin{pmatrix} \cos 2t \\ \cos 2t + \sin 2t \end{pmatrix} + c_2 e^t \begin{pmatrix} \sin 2t \\ \sin 2t - \cos 2t \end{pmatrix}.
\]
The solutions spiral to \(\infty\) as \(t \to \infty\) due to the \(e^t\) terms.
The eigenvalues and eigenvectors of the coefficient matrix satisfy
\[
\begin{pmatrix}
1-r & 0 & 0 \\
2 & 1-r & -2 \\
3 & 2 & 1-r
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{pmatrix}
= \begin{pmatrix} 0 \\
0 \\
0
\end{pmatrix}.
\]

The determinant of coefficients reduces to \((1-r)(r^2 - 2r + 5)\) so the eigenvalues are \(r_1 = 1\), \(r_2 = 1 + 2i\), and \(r_3 = 1 - 2i\). The eigenvector corresponding to \(r_1\) satisfies
\[
\begin{pmatrix}
0 & 0 & 0 \\
2 & 0 & -2 \\
3 & 2 & 0
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{pmatrix}
= \begin{pmatrix} 0 \\
0 \\
0
\end{pmatrix};
\]
hence \(\xi_1 - \xi_3 = 0\) and \(3\xi_1 + 2\xi_2 = 0\). If we let \(\xi_2 = -3\) then \(\xi_1 = 2\) and \(\xi_3 = 2\), so one solution of the D.E. is \(\begin{pmatrix} 2 \\
-3 \\
2
\end{pmatrix} e^t\). The eigenvector corresponding to \(r_2\) satisfies
\[
\begin{pmatrix}
-2i & 0 & 0 \\
2 & -2i & -2 \\
3 & 2 & -2i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{pmatrix}
= \begin{pmatrix} 0 \\
0 \\
0
\end{pmatrix}.
\]
Hence \(\xi_1 = 0\) and \(i\xi_2 + \xi_3 = 0\). If we let \(\xi_2 = 1\), then \(\xi_3 = -i\). Thus a complex-valued solution is \(\begin{pmatrix} 0 \\
1 \\
-i
\end{pmatrix} e^t (\cos 2t + i \sin 2t)\). Taking the real and imaginary parts, see prob. 1, we obtain \(\begin{pmatrix} 0 \\
\cos 2t \\
\sin 2t
\end{pmatrix} e^t\) and \(\begin{pmatrix} 0 \\
\sin 2t \\
-\cos 2t
\end{pmatrix} e^t\), respectively. Thus the general solution is
\[
x = c_1 \begin{pmatrix} 2 \\
-3 \end{pmatrix} e^t + c_2 e^t \begin{pmatrix} 0 \\
\cos 2t \\
\sin 2t
\end{pmatrix} + c_3 e^t \begin{pmatrix} 0 \\
\sin 2t \\
-\cos 2t
\end{pmatrix},
\]
which spirals to \(\infty\) about the \(x_1\) axis in the \(x_1x_2x_3\) space as \(t \to \infty\).

The eigenvalues and eigenvectors of the coefficient matrix satisfy
\[
\begin{pmatrix}
1-r & -5 \\
1 & -3-r
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix} 0 \\
0
\end{pmatrix}.
\]
The determinant of coefficients is \(r^2 + 2r + 2\) so that the eigenvalues are \(r = -1 \pm i\). The eigenvector corresponding to \(r = -1 + i\)
is given by
\[
\begin{pmatrix}
2-i & -5 \\
1 & -2-i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = 0
\]
so that \(\xi_1 = (2+i)\xi_2\) and thus one complex-valued solution is
\[
x^{(1)}(t) = \begin{pmatrix} 2+i \\ 1 \end{pmatrix} e^{(-1+i)t}.
\]
Finding the real and complex parts of \(x^{(1)}\) leads to the general solution
\[
x = c_1 e^{-t} \begin{pmatrix} 2 \cos t - \sin t \\ \cos t \end{pmatrix} + c_2 e^{-t} \begin{pmatrix} 2 \sin t + \cos t \\ \sin t \end{pmatrix}.
\]
Setting \(t = 0\) we find \(x(0) = \begin{pmatrix} 1 \\ 1 \end{pmatrix} = c_1 \begin{pmatrix} 2 \\ 1 \end{pmatrix} + c_2 \begin{pmatrix} 1 \\ 0 \end{pmatrix},\) which is equivalent to the system \(2c_1 + c_2 = 1\) and \(c_1 + 0 = 1\) \(c_2 = -1\) and
\[
x(t) = e^{-t} \begin{pmatrix} 2 \cos t - \sin t \\ \cos t \end{pmatrix} - e^{-t} \begin{pmatrix} 2 \sin t + \cos t \\ \sin t \end{pmatrix}
\]
\[
= e^{-t} \begin{pmatrix} \cos t - 3 \sin t \\ \cos t - \sin t \end{pmatrix},
\]
which spirals to zero as \(t \to \infty\) due to the \(e^{-t}\) term.

11a. The eigenvalues are given by
\[
\begin{vmatrix}
3/4 - r & -2 \\
1 & -5/4 - r
\end{vmatrix} = r^2 + r/2 + 17/16 = 0.
\]

11d. The trajectory starts at \((5,5)\) in the \(x_1x_2)\) plane and spirals around and converges to the \(t\) axis as \(t \to \infty\).

15a. The eigenvalues satisfy
\[
\begin{vmatrix}
2 - r & -5 \\
\alpha & -2 - r
\end{vmatrix} = r^2 - 4 + 5\alpha = 0,
\]
so \(r_1, r_2 = \pm \sqrt{4 - 5\alpha} \).

15b. The critical value of \(\alpha\) yields \(r_1 = r_2 = 0\), or \(\alpha = 4/5\).
16a. \[ \begin{vmatrix} 5/4 - r & 3/4 \\ \alpha & 5/4 - r \end{vmatrix} = r^2 - 5r/2 + (25/16 - 3\alpha/4) = 0, \] so \[ r_{1,2} = 5/4 \pm 3\alpha/2. \]

16b. There are two critical values of \( \alpha \). For \( \alpha < 0 \) the eigenvalues are complex, while for \( \alpha > 0 \) they are real. There will be a second critical value of \( \alpha \) when \( r_2 = 0 \), or \( \alpha = 25/12 \). In this case the second real eigenvalue goes from positive to negative.

18a. We have \[ \begin{vmatrix} 3 - r & \alpha \\ -6 & -4 - r \end{vmatrix} = r^2 + r - 12 + 6\alpha = 0, \] so \[ r_1, r_2 = -1/2 \pm \sqrt{49 - 24\alpha}/2. \]

18b. The critical values occur when \( 49 - 24\alpha = 1 \) (in which case \( r_2 = 0 \)) and when \( 49 - 24\alpha = 0 \), in which case \( r_1 = r_2 = -1/2 \). Thus \( \alpha = 2 \) and \( \alpha = 49/24 \cong 2.04 \).

18c.
21. If we seek solutions of the form \( x = \xi_t \), then \( r \) must be an eigenvalue and \( \xi \) a corresponding eigenvector of the coefficient matrix. Thus \( r \) and \( \xi \) satisfy 
\[
\begin{pmatrix}
-1 & -1 \\
2 & -1-r
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \end{pmatrix}.
\]
The determinant of coefficients is 
\[
(-1-r)^2 + 2 = r^2 + 2r + 3,
\]
so the eigenvalues are \( r = -1 \pm \sqrt{2}i \). The eigenvector corresponding to 
\(-1 + \sqrt{2}i \) satisfies 
\[
\begin{pmatrix}
-\sqrt{2}i & -1 \\
2 & -\sqrt{2}i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \end{pmatrix}.
\]
The eigenvector corresponding to 
\(-1 - \sqrt{2}i \) satisfies 
\[
\begin{pmatrix}
\sqrt{2}i & -1 \\
2 & \sqrt{2}i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \end{pmatrix}.
\]
If we let \( \xi_1 = 1 \), then \( \xi_2 = -\sqrt{2}i \), and 
\[
\xi^{(1)} = \begin{pmatrix} 1 \\ -\sqrt{2}i \end{pmatrix}.
\]
Thus a complex-valued solution of the given D.E. is \( x = t^{-1+\sqrt{2}i} \). From Eq. (15) of Section 5.5 we have (since \( t^{\sqrt{2}i} = e^{\ln(t)\sqrt{2}i} = e^{\sqrt{2}i \ln t} \)) 
\[
t^{-1+\sqrt{2}i} = t^{-1}[\cos(\sqrt{2} \ln t) + \sin(\sqrt{2} \ln t)]
\]
for \( t > 0 \). Separating the complex valued solution into real and imaginary parts, we obtain the two real-valued solutions 
\[
u = t^{-1}\begin{pmatrix} \cos(\sqrt{2} \ln t) \\ \sqrt{2} \sin(\sqrt{2} \ln t) \end{pmatrix}
\]
and 
\[
v = t^{-1}\begin{pmatrix} \sin(\sqrt{2} \ln t) \\ -\sqrt{2} \cos(\sqrt{2} \ln t) \end{pmatrix}.
\]

23a. The eigenvalues are given by \( (r+1/4)[(r+1/4)^2 + 1] = 0. \)

23b. 

23c. Graph starts in the first octant and spirals around the \( x_3 \) axis, converging to zero.

29a. We have \( y'_1 = x'_1 = y_2, \ y'_3 = x'_2 = y_4, \ y'_2 = -2y_1 + y_3, \) and \( y'_4 = y_1 - 2y_3. \) Thus
29b. The eigenvalues are given by \( r^4 + 4r^2 + 3 = 0 \), which yields \( r^2 = -1, -\sqrt{3} \), so \( r = \pm i, \pm \sqrt{3} i \).

29c. For \( r = \pm i \) the eigenvectors are given by

\[
\begin{pmatrix}
-i & 1 & 0 & 0 \\
-2 & -i & 1 & 0 \\
0 & 0 & -1 & 1 \\
1 & 0 & -2 & -i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3 \\
\xi_4
\end{pmatrix}
= 0.
\]

Choosing \( \xi_1 = 1 \) yields \( \xi_2 = i \), and choosing \( \xi_3 = 1 \) yields \( \xi_4 = i \), so \( (1, i, 1, i)^T(cost + isint) \) is a solution. Finding the real and imaginary parts yields

\[
w_1 = (cost, -sint, cost, -sint)^T \quad \text{and} \quad w_2 = (sint, cost, sint, cost)^T
\]

as two real solutions.

In a similar fashion, for \( r = \pm \sqrt{3} i \), we obtain

\[
\xi = (1, \sqrt{3} i, -1, -\sqrt{3} i)\]

and

\[
w_3 = (cost \sqrt{3} t, -sint \sqrt{3} t, -cost \sqrt{3} t, sint \sqrt{3} t)^T \quad \text{and} \quad w_4 = (sint \sqrt{3} t, cost \sqrt{3} t, sint \sqrt{3} t, cost \sqrt{3} t)^T.
\]

Thus \( y = c_1w_1 + c_2w_2 + c_3w_3 + c_4w_4 \), so \( y^T(0) = (2, 1, 2, 1) \) yields \( c_1 + c_3 = 2, c_2 + \sqrt{3}c_4 = 1, c_1 - c_3 = 2, \) and \( c_2 - \sqrt{3}c_4 = 1 \), which yields \( c_1 = 2, c_2 = 1, \) and

\[
c_3 = c_4 = 0.
\]

Hence \( y = \begin{pmatrix} 2cost + sint \\ -2sint + cost \\ 2cost + sint \\ -2sint + cost \end{pmatrix} \).

29e. The natural frequencies are \( \omega_1 = 1 \) and \( \omega_2 = \sqrt{3} \), which are the absolute value of the eigenvalues. For any other choice of I.C., both frequencies will be present, and thus another mode of oscillation with a different frequency (depending on the I.C.) will be present.

Section 7.7, Page 400

Each of the Problems 1 through 10, except 2 and 8, has been solved in one of the previous sections. Thus a fundamental matrix for the given systems can be readily written down.

The fundamental matrix \( \Phi(t) \) satisfying \( \Phi(0) = I \) can then be
found, as shown in the following problems.

2. The characteristic equation is given by
\[
\begin{vmatrix}
\frac{3}{4} \cdot \text{r} - \frac{1}{2} & \frac{1}{8} \\
\frac{1}{8} & \frac{3}{4} \cdot \text{r}
\end{vmatrix}
\] = 0, so \( r = 1, 1/2 \). For \( r = 1 \) we have
\[
\begin{pmatrix}
\frac{1}{4} & \frac{1}{2} \\
\frac{1}{8} & \frac{1}{4}
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]
and thus \( \xi^{(1)} = \begin{pmatrix} -2 \\ 1 \end{pmatrix} \). Likewise
\[
\xi^{(2)} = \begin{pmatrix} 2 \\ 1 \end{pmatrix}
\]
and thus \( x^{(1)}(t) = \begin{pmatrix} -2 \\ 1 \end{pmatrix} e^{-t} \) and \( x^{(2)}(t) = \begin{pmatrix} 2 \\ 1 \end{pmatrix} e^{-t/2} \). To find the first column of \( \Phi \) we choose \( c_1 \) and \( c_2 \) so that
\[
c_1 x^{(1)}(0) + c_2 x^{(2)}(0) = \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]
which yields \(-2c_1 + 2c_2 = 1 \) and \( c_1 + c_2 = 0 \). Thus \( c_1 = -1/4 \) and \( c_2 = 1/4 \) and the first column of \( \Phi \) is
\[
\begin{pmatrix}
\frac{1}{4} e^{-t/2} - \frac{1}{4} e^{-t/2} \\
\frac{1}{2} e^{-t/2} + \frac{1}{2} e^{-t}
\end{pmatrix}.
\]
The second column of \( \Phi \) is determined by 
\[
d_1 x^{(1)}(0) + d_2 x^{(2)}(0) = \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]
which yields \( d_1 = d_2 = 1/2 \) and thus the second column of \( \Phi \) is
\[
\begin{pmatrix}
-e^{-t/2} - e^{-t} \\
1/2 e^{-t/2} + 1/2 e^{-t}
\end{pmatrix}.
\]

4. From Problem 4 of Section 7.5 we have the two linearly independent solutions
\[
x^{(1)}(t) = \begin{pmatrix} 1 \\ -4 \end{pmatrix} e^{-3t} \text{ and }
\]
\[
x^{(2)}(t) = \begin{pmatrix} 1 \\ 1 \end{pmatrix} e^{2t}.
\]
Hence a fundamental matrix \( \Psi \) is given by
\[
\Psi(t) = \begin{pmatrix}
e^{-3t} & e^{2t} \\
-4e^{-3t} & e^{2t}
\end{pmatrix}.
\]
To find the fundamental matrix \( \Phi(t) \) satisfying the I.C. \( \Phi(0) = I \) we can proceed in either of two ways. One way is to find \( \Psi(0) \), invert it to obtain \( \Psi^{-1}(0) \), and then to form the product \( \Psi(t) \Psi^{-1}(0) \), which is \( \Phi(t) \). Alternatively, we can find the first column of \( \Phi \) by determining the linear combination
\[
c_1 x^{(1)}(t) + c_2 x^{(2)}(t) \text{ that satisfies the I.C. } \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]
This requires that \( c_1 + c_2 = 1 \), \( -4c_1 + c_2 = 0 \), so we obtain \( c_1 = 1/5 \) and \( c_2 = 4/5 \). Thus the first column of \( \Phi(t) \) is
Similarly, the second column of \( \Phi \) is that linear combination of \( x^{(1)}(t) \) and \( x^{(2)}(t) \) that satisfies the I.C. \( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \). Thus we must have
\[ c_1 + c_2 = 0, \quad -4c_1 + c_2 = 1; \] therefore \( c_1 = -1/5 \) and \( c_2 = 1/5 \). Hence the second column of \( \Phi(t) \) is
\[ \begin{pmatrix} -1/5 \cdot e^{-3t} + 1/5 \cdot e^{2t} \\ 4/5 \cdot e^{-3t} + 1/5 \cdot e^{2t} \end{pmatrix}. \]

6. Two linearly independent real-valued solutions of the given D.E. were found in Problem 2 of Section 7.6. Using the result of that problem, we have
\[ \Psi(t) = \begin{pmatrix} -2e^{-t}\sin 2t & 2e^{-t}\cos 2t \\ e^{-t}\cos 2t & e^{-t}\sin 2t \end{pmatrix}. \] To find \( \Phi(t) \) we determine the linear combinations of the columns of \( \Psi(t) \) that satisfy the I.C. \( \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix} \), respectively. In the first case \( c_1 \) and \( c_2 \) satisfy \( 0c_1 + 2c_2 = 1 \) and \( c_1 + 0c_2 = 0 \). Thus \( c_1 = 0 \) and \( c_2 = 1/2 \). In the second case we have \( 0c_1 + 2c_2 = 0 \) and \( c_1 + 0c_2 = 1 \), so \( c_1 = 1 \) and \( c_2 = 0 \). Using these values of \( c_1 \) and \( c_2 \) to form the first and second columns of \( \Phi(t) \) respectively, we obtain
\[ \Phi(t) = \begin{pmatrix} e^t\cos 2t & -2e^{-t}\sin 2t \\ (1/2)e^{-t}\sin 2t & e^{-t}\cos 2t \end{pmatrix}. \]

10. From Problem 14 Section 7.5 we have \( x^{(1)} = \begin{pmatrix} 1 \\ -4e^t \\ -1 \end{pmatrix} \),
\[ x^{(2)} = \begin{pmatrix} 1 \\ -1 \\ e^{-2t} \end{pmatrix} \] and \( x^{(3)} = \begin{pmatrix} 1 \\ 2 \\ e^{3t} \end{pmatrix} \). For the first column of \( \Phi \) we want to choose \( c_1, c_2, c_3 \) such that \( c_1 x^{(1)}(0) + c_2 x^{(2)}(0) + c_3 x^{(3)}(0) = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \). Thus \( c_1 + c_2 + c_3 = 1 \),
\[ -4c_1 - c_2 + 2c_3 = 0 \] and \( -c_1 - c_2 + c_3 = 0 \), which yield \( c_1 = 1/6 \), \( c_2 = 1/3 \) and \( c_3 = 1/2 \). The first column of \( \Phi \) is then \( \begin{pmatrix} 1/6e^t + 1/3e^{-2t} + 1/2e^{3t} \\ -2/3e^t - 1/3e^{-2t} + e^{3t} \\ -1/6e^t - 1/3e^{-2t} + 1/2e^{3t} \end{pmatrix} \). Likewise, for the second
column we have \( d_1x^{(1)}(0) + d_2x^{(2)}(0) + d_3x^{(3)}(0) = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \),

which yields \( d_1 = -1/3 \), \( d_2 = 1/3 \) and \( d_3 = 0 \) and thus
\((-1/3e^t + 1/3e^{-2t}, 4/3e^t - 1/3e^{-2t}, 1/3e^t - 1/3e^{-2t})^T \) is the second column of \( \Phi(t) \). Finally, for the third column
we have \( e_1x^{(1)}(0) + e_2x^{(2)}(0) + e_3x^{(3)}(0) = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \), which
gives \( e_1 = 1/2, e_2 = -1 \) and \( e_3 = 1/2 \) and hence
\((1/2e^t - e^{-2t} + 1/2e^{3t}, -2e^t + e^{-2t} + e^{3t}, -1/2e^t + e^{-2t} + 1/2e^{3t})^T \) is the third column of \( \Phi(t) \).

11. From Eq. (14) the solution is given by \( \Phi(t)x^0 \). Thus
\[
\begin{pmatrix} x_1(t) \\ x_2(t) \end{pmatrix} = \begin{pmatrix} 3e^t - 1 \\ 2e^t - 2 \end{pmatrix} e^t + \begin{pmatrix} 3/2 \\ 1/2 \end{pmatrix} e^{-t} + \begin{pmatrix} 2/3 \\ 3/2 \end{pmatrix} e^{-2t}.
\]

Section 7.8, Page 407

1. The eigenvalues and eigenvectors of the given coefficient matrix satisfy \( \begin{pmatrix} 3-r \\ -4 \\ 1 -1-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \). The determinant of coefficients is \( (3-r)(-1-r) + 4 = r^2 - 2r + 1 = (r-1)^2 \) so \( r_1 = 1 \) and \( r_2 = 1 \). The eigenvectors corresponding to this double eigenvalue satisfy \( \begin{pmatrix} 2 \\ -4 \\ 1 -2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), or
\( \xi_1 - 2\xi_2 = 0 \). Thus the only eigenvectors are multiples of \( \begin{pmatrix} 2 \\ 1 \\ 1 \end{pmatrix} \). One solution of the given D.E. is
\( x^{(1)}(t) = \begin{pmatrix} 2 \\ 1 \\ 1 \end{pmatrix} e^t \), but there is no second solution of this form. To find a second solution we assume, as in Eq. (13), that \( x = \xi t e^t + \eta e^t \) and substitute this expression into the D.E. As in Example 2 we find that \( \xi \) is an eigenvector, so we choose \( \xi = \begin{pmatrix} 2 \\ 1 \end{pmatrix} \). Then \( \eta \) must
satisfy \( \begin{pmatrix} 2 & -4 \\ 1 & -2 \end{pmatrix} \begin{pmatrix} \eta_1 \\ \eta_2 \end{pmatrix} = \begin{pmatrix} 2 \\ 1 \end{pmatrix} \), which verifies Eq.(16).

Solving these equations yields \( \eta_1 - 2\eta_2 = 1 \). If \( \eta_2 = k \), where \( k \) is an arbitrary constant, then \( \eta_1 = 1 + 2k \).

Hence the second solution that we obtain is

\[
x^{(2)}(t) = \begin{pmatrix} 2 \\ 1 \end{pmatrix} t e^t + \begin{pmatrix} 1 + 2k \\ k \end{pmatrix} e^t = \begin{pmatrix} 2 \\ 1 \end{pmatrix} t e^t + \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^t + k \begin{pmatrix} 2 \\ 1 \end{pmatrix} e^t.
\]

The last term is a multiple of the first solution \( x^{(1)}(t) \) and may be neglected, that is, we may set \( k = 0 \). Thus

\[
x^{(2)}(t) = \begin{pmatrix} 2 \\ 1 \end{pmatrix} t e^t + \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^t \]

and the general solution is

\[
x = c_1 x^{(1)}(t) + c_2 x^{(2)}(t).
\]

All solutions diverge to infinity as \( t \to \infty \). The graph is shown on the right.

3. The origin is attracting

5. Substituting \( x = \xi e^{rt} \) into the given system, we find that the eigenvalues and eigenvectors satisfy

\[
\begin{pmatrix} 1-r & 1 \\ 2 & 1-r-1 \\ 0 & -1 & 1-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
\]

The determinant of coefficients is \(-r^3 + 3r^2 - 4\) and thus \( r_1 = -1 \), \( r_2 = 2 \) and \( r_3 = 2 \).

The eigenvector corresponding to \( r_1 \) satisfies

\[
\begin{pmatrix} 2 & 1 & 1 \\ 2 & 2 & -1 \\ 0 & -1 & 2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}
\]

which yields \( \xi^{(1)} = \begin{pmatrix} -3 \\ 0 \\ 2 \end{pmatrix} \) and

\[
x^{(1)} = \begin{pmatrix} -3 \\ 4 \\ 2 \end{pmatrix} e^{-t}.
\]

The eigenvectors corresponding to the double eigenvalue must satisfy

\[
\begin{pmatrix} -1 & 1 & 1 \\ 2 & -1 & -1 \\ 0 & -1 & -1 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
\]

...
which yields the single eigenvector $\xi^{(2)} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}$ and hence

$x^{(2)}(t) = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} e^{2t}$. The second solution corresponding to

the double eigenvalue will have the form specified by

Eq.(13), which yields $x^{(3)} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} t e^{2t} + \eta e^{2t}$.

Substituting this into the given system, or using

Eq.(16), we find that $\eta$ satisfies

$\begin{pmatrix} -1 & 1 & 0 \\ 2 & -1 & -1 \\ 0 & -1 & -1 \end{pmatrix} \begin{pmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}$.

Using row reduction we find that $\eta_1 = 1$ and $\eta_2 + \eta_3 = 1$, where either $\eta_2$ or $\eta_3$ is arbitrary. If we choose $\eta_2 = 0$,

then $\eta = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}$ and thus $x^{(3)} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} t e^{2t} + \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix} e^{2t}$. The

general solution is then $x = c_1 x^{(1)} + c_2 x^{(2)} + c_3 x^{(3)}$.

9. We have $\begin{vmatrix} 2-r & 3/2 \\ -3/2 & -1-r \end{vmatrix} = (r-1/2)^2 = 0$. For $r = 1/2$, the
eigenvector is given by $\begin{pmatrix} 3/2 & 3/2 \\ -3/2 & -3/2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = 0$, so $\xi = \begin{pmatrix} 1 \\ -1 \end{pmatrix}$
and $\begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{t/2}$ is one solution. For the second solution we
have $x = \xi t e^{t/2} + \eta e^{t/2}$, where $(A - \frac{1}{2} I) \eta = \xi$, $A$ being
the coefficient matrix for this problem. This last equation reduces to $3\eta_1/2 + 3\eta_2/2 = 1$ and
$-3\eta_1/2 - 3\eta_2/2 = -1$. Choosing $\eta_2 = 0$ yields $\eta_1 = 2/3$ and hence

$x = c_1 \begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{t/2} + c_2 \begin{pmatrix} 2/3 \\ 0 \end{pmatrix} e^{t/2} + c_3 \begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{t/2}$. $x(0) = \begin{pmatrix} 3 \\ -2 \end{pmatrix}$
gives $c_1 + 2c_2/3 = 3$ and $-c_1 = -2$, and hence $c_1 = 2$, $c_2 = 3/2$. Substituting these into the above $x$ yields the solution.
11. The eigenvalues are \( r = 1, 1, 2 \). For \( r = 2 \), we have
\[
\begin{pmatrix}
-1 & 0 & 0 \\
-4 & -1 & 0 \\
3 & 6 & 0
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]
which yields \( \xi = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \), so one solution is \( x^{(1)} = \begin{pmatrix} 0 \\ 0 \\ e^{2t} \end{pmatrix} \). For \( r = 1 \), we have
\[
\begin{pmatrix}
0 & 0 & 0 \\
-4 & 0 & 0 \\
3 & 6 & 1
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]
which yields the second solution \( x^{(2)} = \begin{pmatrix} 0 \\ 1 \\ e^{t} \end{pmatrix} \). The third solution is of the form
\[
\begin{pmatrix}
0 \\
0 \\
-6
\end{pmatrix}
\begin{pmatrix}
1 \\ e^{t} \\ -6
\end{pmatrix} + \begin{pmatrix}
0 \\ 1 \\ e^{t}
\end{pmatrix} + \begin{pmatrix}
0 \\ 1 \\ e^{2t}
\end{pmatrix}.
\]

14. Assuming \( x = \xi t^r \) and substituting into the given system, we find \( r \) and \( \xi \) must satisfy \( \begin{pmatrix} 1-r & -4 \\ 4 & -7-r \end{pmatrix} \begin{pmatrix}
\xi_1 \\ \xi_2
\end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), which has the double eigenvalue \( r = -3 \) and single eigenvector.
Hence one solution of the given D.E. is $x^{(1)}(t) = \begin{pmatrix} 1 \\ 1 \end{pmatrix} t^{-3}$. By analogy with the scalar case considered in Section 5.5 and Example 2 of this section, we seek a second solution of the form $x = \eta t^{-3} \ln t + \zeta t^{-3}$.

Substituting this expression into the D.E. we find that $\eta$ and $\zeta$ satisfy the equations $(A + 3I)\eta = 0$ and $(A + 3I)\zeta = \eta$, where $A = \begin{pmatrix} 1 & -4 \\ 4 & -7 \end{pmatrix}$ and $I$ is the identity matrix. Thus $\eta = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$, from above, and $\zeta$ is found to be $\begin{pmatrix} 0 \\ -1/4 \end{pmatrix}$. Thus a second solution is $x^{(2)}(t) = \begin{pmatrix} 1 \\ 1 \end{pmatrix} t^{-3} \ln t + \begin{pmatrix} 1 \\ -1/4 \end{pmatrix} t^{-3}$.

15. All solutions of the given system approach zero as $t \to \infty$ if and only if the eigenvalues of the coefficient matrix either are real and negative or else are complex with negative real part. Write down the determinantal equation satisfied by the eigenvalues and determine when the eigenvalues are as stated.

17a. The eigenvalues and eigenvectors of the coefficient matrix satisfy

$$
\begin{pmatrix} 1-r & 1 & 1 \\ 2 & 1-r & -1 \\ -3 & 2 & 4-r \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
$$

The determinant of coefficients is $8 - 12r + 6r^2 - r^3 = (2-r)^3$, so the eigenvalues are $r_1 = r_2 = r_3 = 2$. The eigenvectors corresponding to this triple eigenvalue satisfy

$$
\begin{pmatrix} -1 & 1 & 1 \\ 2 & -1 & -1 \\ -3 & 2 & 2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
$$

Using row reduction we can reduce this to the equivalent system

$$
\xi_1 - \xi_2 - \xi_3 = 0, \quad \xi_2 + \xi_3 = 0.
$$

If we let $\xi_2 = 1$, then $\xi_3 = -1$ and $\xi_1 = 0$, so the only eigenvectors are multiples of $\xi = \begin{pmatrix} 1 \\ -1 \end{pmatrix}$. 


17b. From part a, one solution of the given D.E. is
\[ x^{(1)}(t) = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} e^{2t}, \] but there are no other linearly independent solutions of this form.

17c. We now seek a second solution of the form
\[ x = \xi t e^{2t} + \eta e^{2t}. \] Thus \[ Ax = A\xi t e^{2t} + A\eta e^{2t} \] and \[ x' = 2\xi t e^{2t} + \xi e^{2t} + 2\eta e^{2t}. \] Equating like terms, we then have \((A-2I)\xi = 0\) and \((A-2I)\eta = \xi\). Thus \(\xi\) is as in part a and the second equation yields
\[ \begin{pmatrix} -1 & 1 & 1 \\ 2 & -1 & -1 \\ -3 & 2 & 2 \end{pmatrix} \begin{pmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}. \] By row reduction this is equivalent to the system
\[ \begin{pmatrix} 1 & -1 & -1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \eta_1 \\ \eta_2 \\ \eta_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}. \] If we choose \(\eta_3 = 0\), then \(\eta_2 = 1\) and \(\eta_1 = 1\), so \(\eta = \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}\). Hence a second solution of the D.E. is
\[ x^{(2)}(t) = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} t e^{2t} + \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} e^{2t}. \]

17d. Assuming \( x = \xi (t^2/2) e^{2t} + \eta t e^{2t} + \zeta e^{2t} \), we have
\[ Ax = A\xi (t^2/2) e^{2t} + A\eta t e^{2t} + A\zeta e^{2t} \] and \[ x' = \xi t e^{2t} + 2\xi (t^2/2) e^{2t} + A\eta e^{2t} + 2\eta t e^{2t} + 2\xi e^{2t} \] and thus \((A-2I)\xi = 0\), \((A-2I)\eta = \xi\) and \((A-2I)\zeta = \eta\). Again, \(\xi\) and \(\eta\) are as found previously and the last equation is equivalent to
\[ \begin{pmatrix} -1 & 1 & 1 \\ 2 & -1 & -1 \\ -3 & 2 & 2 \end{pmatrix} \begin{pmatrix} \zeta_1 \\ \zeta_2 \\ \zeta_3 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}. \] By row reduction we find the equivalent system
\[ \begin{pmatrix} 1 & -1 & -1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \zeta_1 \\ \zeta_2 \\ \zeta_3 \end{pmatrix} = \begin{pmatrix} -1 \\ 3 \\ 0 \end{pmatrix}. \] If we let
\[ \zeta_2 = 0, \text{ then } \zeta_3 = 3 \text{ and } \zeta_1 = 2, \text{ so } \zeta = \begin{pmatrix} 2 \\ 0 \\ 3 \end{pmatrix} \]

\[ \mathbf{x}^{(3)}(t) = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} (t^2/2)e^{2t} + \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} te^{2t} + \begin{pmatrix} 2 \\ 0 \\ 3 \end{pmatrix} e^{2t}. \]

17e. \( \Psi \) is the matrix with \( \mathbf{x}^{(1)} \) as the first column, \( \mathbf{x}^{(2)} \) as the second column and \( \mathbf{x}^{(3)} \) as the third column.

17f. \( \mathbf{T} = \begin{pmatrix} 0 & 1 & 2 \\ 1 & 1 & 0 \end{pmatrix} \) and using row operations on \( \mathbf{T} \) and \( \mathbf{I} \), or a computer algebra system, \( \mathbf{T}^{-1} = \begin{pmatrix} -3 & 3 & 2 \\ 3 & -2 & -2 \end{pmatrix} \) and thus

\[ \mathbf{T}^{-1} \mathbf{A} \mathbf{T} = \begin{pmatrix} 2 & 1 & 0 \\ 0 & 2 & 1 \\ 0 & 0 & 2 \end{pmatrix} = \mathbf{J}. \]

19a. \( \mathbf{J}^2 = \mathbf{J} \mathbf{J} = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix} = \begin{pmatrix} \lambda^2 & 2\lambda \\ 0 & \lambda^2 \end{pmatrix} \]

\[ \mathbf{J}^3 = \mathbf{J} \mathbf{J}^2 = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} \lambda^2 & 2\lambda \\ 0 & \lambda^2 \end{pmatrix} = \begin{pmatrix} \lambda^3 & 3\lambda^2 \\ 0 & \lambda^3 \end{pmatrix} \]

19b. Based upon the results of part a, assume

\[ \mathbf{J}^n = \begin{pmatrix} \lambda^n & n\lambda^{n-1} \\ 0 & \lambda^n \end{pmatrix}, \text{ then} \]

\[ \mathbf{J}^{n+1} = \mathbf{J} \mathbf{J}^n = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} \lambda^n & n\lambda^{n-1} \\ 0 & \lambda^n \end{pmatrix} = \begin{pmatrix} \lambda^{n+1} & (n+1)\lambda^n \\ 0 & \lambda^{n+1} \end{pmatrix}, \text{ which is the same as } \mathbf{J}^n \text{ with } n \text{ replaced by } n+1. \text{ Thus, by mathematical induction, } \mathbf{J}^n \text{ has the desired form.} \]

19c. From Eq.(23), Section 7.7, we have
Section 7.9

\[ \exp(Jt) = I + \sum_{n=1}^{\infty} \frac{J^n t^n}{n!} \]

\[ = I + \sum_{n=1}^{\infty} \begin{pmatrix} \frac{\lambda^n t^n}{n!} & \frac{n\lambda^{n-1} t^n}{n!} \\ 0 & \frac{\lambda^n t^n}{n!} \end{pmatrix} \]

\[ = \begin{pmatrix} 1 + \sum_{n=1}^{\infty} \frac{\lambda^n t^n}{n!} & \sum_{n=1}^{\infty} \frac{\lambda^{n-1} t^n}{(n-1)!} \\ 0 & 1 + \sum_{n=1}^{\infty} \frac{\lambda^n t^n}{n!} \end{pmatrix} \]

\[ = \begin{pmatrix} e^{\lambda t} & te^{\lambda t} \\ 0 & e^{\lambda t} \end{pmatrix}, \text{ since} \]

\[ \sum_{n=1}^{\infty} \frac{\lambda^{n-1} t^n}{(n-1)!} = t(1 + \sum_{n=1}^{\infty} \frac{\lambda^n t^n}{n!}) = te^{\lambda t}. \]

19d. From Eq. (28), Section 7.7, we have

\[ x = \exp(Jt)x^0 = \begin{pmatrix} e^{\lambda t} & te^{\lambda t} \\ 0 & e^{\lambda t} \end{pmatrix} \begin{pmatrix} x_1^0 \\ x_2^0 \end{pmatrix} = \begin{pmatrix} x_1^0 e^{\lambda t} + x_2^0 te^{\lambda t} \\ x_2^0 e^{\lambda t} \end{pmatrix} \]

\[ = \begin{pmatrix} x_1^0 e^{\lambda t} \\ x_2^0 e^{\lambda t} \end{pmatrix} + \begin{pmatrix} x_2^0 e^{\lambda t} \\ 0 \end{pmatrix} te^{\lambda t}. \]
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1. From Section 7.5 Problem 3 we have

\[ x^{(c)} = c_1 \begin{pmatrix} 1 \\ 1 \end{pmatrix} e^t + c_2 \begin{pmatrix} 1 \\ 3 \end{pmatrix} e^{-t}. \] Note that

\[ g(t) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^t + \begin{pmatrix} 0 \\ 1 \end{pmatrix} t \] and that \( r = 1 \) is an eigenvalue of the coefficient matrix. Thus if the method of undetermined coefficients is used, the assumed form is given by Eq.(18).

2. Using methods of previous sections, we find that the eigenvalues are \( r_1 = 2 \) and \( r_2 = -2 \), with corresponding eigenvectors \( \begin{pmatrix} \sqrt{3} \\ 1 \end{pmatrix} \) and \( \begin{pmatrix} 1 \\ -\sqrt{3} \end{pmatrix} \). Thus
\[ x^{(c)} = c_1 \begin{pmatrix} \sqrt{3} \\ 1 \end{pmatrix} e^{2t} + c_2 \begin{pmatrix} 1 \\ -\sqrt{3} \end{pmatrix} e^{-2t}. \] Writing the nonhomogeneous term as
\[ \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^t + \begin{pmatrix} 0 \\ \sqrt{3} \end{pmatrix} e^{-t} \] we see that we can assume \( x^{(p)} = ae^t + be^{-t}. \) Substituting this in the D.E., we obtain
\[ ae^t - be^{-t} = Aae^t + Abe^{-t} + \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^t + \begin{pmatrix} 0 \\ \sqrt{3} \end{pmatrix} e^{-t}, \] where \( A \) is the given coefficient matrix. All the terms involving \( e^t \) must add to zero and thus we have
\[ Aa - a + \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \] This is equivalent to the system
\[ \sqrt{3} a_2 = -1 \] and \[ \sqrt{3} a_1 - 2a_2 = 0, \] or \( a_1 = -2/3 \) and \( a_2 = -1/\sqrt{3}. \) Likewise the terms involving \( e^{-t} \) must add to zero, which yields
\[ Ab + b + \begin{pmatrix} 0 \\ \sqrt{3} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \] The solution of this system is \( b_1 = -1 \) and \( b_2 = 2/\sqrt{3}. \) Substituting these values for \( a \) and \( b \) into \( x^{(p)} \) and adding \( x^{(p)} \) to \( x^{(c)} \) yields the desired solution.

3. The method of undetermined coefficients is not straightforward since the assumed form of \( x^{(p)} = acost + bsint \) leads to singular equations for \( a \) and \( b. \) From Problem 3 of Section 7.6 we find that a fundamental matrix is
\[ \Psi(t) = \begin{pmatrix} 5cost & 5sint \\ 2cost + sint & -cost + 2sint \end{pmatrix}. \] The inverse matrix is
\[ \Psi^{-1}(t) = \begin{pmatrix} \frac{cost - 2sint}{5} & sint \\ \frac{2cost + sint}{5} & -cost \end{pmatrix}, \] which may be found as in Section 7.2 or by using a computer algebra system. Thus we may use the method of variation of parameters where \( x = \Psi(t)u(t) \) and \( u(t) \) is given by
\[ u'(t) = \Psi^{-1}(t)g(t) \] from Eq.(27). For this problem
\[ g(t) = \begin{pmatrix} -cost \\ sint \end{pmatrix} \] and thus
\[
\begin{align*}
\mathbf{u}'(t) &= \begin{pmatrix}
\cos t - 2\sin t & \sin t \\
5 & 1 \\
2\cos t + \sin t & -\cos t \\
5 & -1
\end{pmatrix} \begin{pmatrix}
-\cos t \\
\sin t
\end{pmatrix} \\
&= \frac{1}{5} \begin{pmatrix}
2 - 3\cos 2t + \sin 2t \\
-1 - \cos 2t - 3\sin 2t
\end{pmatrix},
\end{align*}
\]

after multiplying and using appropriate trigonometric identities. Integration and multiplication by \(\Psi\) yields the desired solution.

4. In this problem we use the method illustrated in Example 1. From Problem 4 of Section 7.5 we have the transformation matrix \(\mathbf{T} = \begin{pmatrix} 1 & 1 \\ -4 & 1 \end{pmatrix}\). Inverting \(\mathbf{T}\) we find that \(\mathbf{T}^{-1} = \frac{1}{5} \begin{pmatrix} 1 & -1 \\ 4 & 1 \end{pmatrix}\). If we let \(\mathbf{x} = \mathbf{T}\mathbf{y}\) and substitute into the D.E., we obtain

\[
\begin{align*}
\mathbf{y}' &= \frac{1}{5} \begin{pmatrix} 1 & -1 \\ 4 & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \mathbf{y} + \frac{1}{5} \begin{pmatrix} 1 & -1 \\ 4 & 1 \end{pmatrix} \begin{pmatrix} e^{-2t} \\ -2e^t \end{pmatrix} \\
&= \begin{pmatrix} -3 & 0 \\ 0 & 2 \end{pmatrix} \mathbf{y} + \frac{1}{5} \begin{pmatrix} e^{-2t} + 2e^t \\ 4e^{-2t} - 2e^t \end{pmatrix}.
\end{align*}
\]

This corresponds to the two scalar equations
\[
\begin{align*}
y_1' + 3y_1 &= (1/5)e^{-2t} + (2/5)e^t, \\
y_2' - 2y_2 &= (4/5)e^{-2t} - (2/5)e^t,
\end{align*}
\]

which may be solved by the methods of Section 2.1. For the first equation the integrating factor is \(e^{3t}\) and we obtain \((e^{3t}y_1)' = (1/5)e^{t} + (2/5)e^{4t}\), so \(e^{3t}y_1 = (1/5)e^{t} + (1/10)e^{4t} + c_1\). For the second equation the integrating factor is \(e^{-2t}\), so \((e^{-2t}y_2)' = (4/5)e^{-4t} - (2/5)e^{-t}\). Hence \(e^{-2t}y_2 = -(1/5)e^{-4t} - (2/5)e^{-t} + c_2\). Thus

\[
\mathbf{y} = \begin{pmatrix} 1/5 \\ -1/5 \\ 1/10 \end{pmatrix} e^{-2t} + \begin{pmatrix} 1/2 \\ 2/5 \end{pmatrix} e^t + \begin{pmatrix} c_1 e^{3t} \\ c_2 e^{2t} \end{pmatrix}.
\]

Finally, multiplying by \(\mathbf{T}\), we obtain

\[
\mathbf{x} = \mathbf{T}\mathbf{y} = \begin{pmatrix} 0 & 1/2 & 1 \\ -1 & 0 & -4 \end{pmatrix} e^{-2t} + \begin{pmatrix} 1/2 \\ 0 \end{pmatrix} e^t + c_1 \begin{pmatrix} 1 \\ -4 \end{pmatrix} e^{-3t} + c_2 \begin{pmatrix} 1 \\ 1 \end{pmatrix} e^{2t}.
\]

The last two terms are the general solution of the corresponding homogeneous system, while the first two terms constitute a particular solution of the nonhomogeneous system.
12. Since the coefficient matrix is the same as that of Problem 3, use the same procedure as done in that problem, including the $\Psi^{-1}$ found there. In the interval $\pi/2 < t < \pi$ sint > 0 and cost < 0; hence $|\text{sint}| = \text{sint}$, but $|\text{cost}| = -\text{cost}$.

14. To verify that the given vector is the general solution of the corresponding system, it is sufficient to substitute it into the D.E. Note also that the two terms in $\mathbf{x}^{(c)}$ are linearly independent. If we seek a solution of the form $\mathbf{x} = \Psi(t)\mathbf{u}(t)$ then we find that the equation corresponding to Eq.(26) is $t\Psi(t)\mathbf{u}'(t) = \mathbf{g}(t)$, where

$$
\Psi(t) = \begin{pmatrix} t & 1/t \\ 1/t & 3/t \end{pmatrix} \text{ and } \mathbf{g}(t) = \begin{pmatrix} 1-t^2 \\ 2t \end{pmatrix}.
$$

Thus $\mathbf{u}' = (1/t)\Psi^{-1}(t)\mathbf{g}(t)$. Using a computer algebra system or row operations on $\Psi$ and $\mathbf{I}$, we find that

$$
\Psi^{-1} = \begin{pmatrix} 3/2t & -1/2t \\ -t/2 & t/2 \end{pmatrix} \text{ and hence } \mathbf{u}' = \frac{3}{2t^2} - \frac{3}{2} - \frac{1}{t} \text{ and }
$$

$$
\mathbf{u}_2 = \frac{-1}{2} + \frac{t^2}{2} + t, \text{ which yields } \mathbf{u}_1 = \frac{-3}{2t} - \frac{3t}{2} - \ln t + c_1
$$

and $\mathbf{u}_2 = -\frac{1}{2}t + \frac{t^3}{6} + \frac{t^2}{2} + c_2$. Multiplication of $\mathbf{u}$ by $\Psi(t)$ yields the desired solution.
CHAPTER 8
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In the following problems that ask for a large number of numerical calculations the first few steps are shown. It is then necessary to use these samples as a model to format a computer program or calculator to find the remaining values.

1a. The Euler formulas is \( y_{n+1} = y_n + h(3 + t_n - y_n) \) for \( n = 0,1,2,3... \) and with \( t_0 = 0 \) and \( y_0 = 1 \). Thus
\[
y_1 = 1 + .05(3 + 0 - 1) = 1.1
\]
\[
y_2 = 1.1 + .05(3 + .05 - 1.1) = 1.1975 \equiv y(.1)
\]
\[
y_3 = 1.1975 + .05(3 + .1 - 1.1975) = 1.29263
\]
\[
y_4 = 1.29263 + .05(3 + .15 - 1.29263) = 1.38549 \equiv y(.2).
\]

1c. The backward Euler formula is \( y_{n+1} = y_n + h(3 + t_{n+1} - y_{n+1}) \). Solving this for \( y_{n+1} \) we find \( y_{n+1} = \frac{y_n + h(3 + t_{n+1})}{1 + h} \).

Thus \( y_1 = \frac{1 + .05(3.05)}{1.05} = 1.097619 \) and
\[
y_2 = \frac{1.097619 + .05(3.1)}{1.05} = 1.192971.
\]

5a. \( y_1 = y_0 + h \frac{y_0^2 + 2t_0y_0}{3 + t_0^2} = .5 + .05 \frac{(.5)^2 + 0}{3 + 0} = .504167 \)
\[
y_2 = .504167 + .05 \frac{(.504167)^2 + 2(.05)(.504167)}{3 + (.05)^2} = .509239
\]

5c. \( y_1 = .5 + .05 \frac{y_1^2 + 2(.05)y_1}{3 + (.05)^2} \), which is a quadratic equation in \( y_1 \). Using the quadratic formula, or an equation solver, we obtain \( y_1 = .5050895 \). Thus
\[
y_2 = .5050895 + .05 \frac{y_2^2 + 2(.1)y_2}{3 + (.1)^2} \) which is again quadratic in \( y_2 \), yielding \( y_2 = .5111273 \).

7a. For part a eighty steps must be taken, that is, \( n = 0,1,...79 \) and for part b 160 steps must taken with \( n = 0,1,...159 \). Thus use of a programmable calculator or a computer is required.

7c. We have \( y_{n+1} = y_n + h(.5-t_{n+1} + 2y_{n+1}) \), which is linear in \( Y_{n+1} \) and thus we have \( Y_{n+1} = \frac{y_n + .5h -ht_{n+1}}{1 - 2h} \). Again, 80
steps are needed here and 160 steps in part d. In this case a spreadsheet is very useful. The first few, the middle three and last two lines are shown for $h = 0.25$:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$Y_n$</th>
<th>$t_n$</th>
<th>$Y_{n+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.06513</td>
</tr>
<tr>
<td>1</td>
<td>1.06513</td>
<td>.025</td>
<td>1.13303</td>
</tr>
<tr>
<td>2</td>
<td>1.13303</td>
<td>.050</td>
<td>1.20381</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>38</td>
<td>7.49768</td>
<td>.950</td>
<td>7.87980</td>
</tr>
<tr>
<td>39</td>
<td>7.87980</td>
<td>.975</td>
<td>8.28137</td>
</tr>
<tr>
<td>40</td>
<td>8.28137</td>
<td>1.000</td>
<td>8.70341</td>
</tr>
<tr>
<td>78</td>
<td>55.62105</td>
<td>1.950</td>
<td>58.50966</td>
</tr>
<tr>
<td>79</td>
<td>58.50966</td>
<td>1.975</td>
<td>61.54964</td>
</tr>
<tr>
<td>80</td>
<td>61.54964</td>
<td>2.000</td>
<td></td>
</tr>
</tbody>
</table>

At least eight decimal places were used in all calculations.

9c. The backward Euler formula gives

$$y_{n+1} = y_n + h\sqrt{t_{n+1} + y_{n+1}}.$$ Subtracting $y_n$ from both sides, squaring both sides, and solving for $y_{n+1}$ yields

$$y_{n+1} = y_n + \frac{h^2}{2} + h\sqrt{y_n + t_{n+1} + \frac{h^2}{4}}.$$ Alternately, an equation solver can be used to solve

$$y_{n+1} = y_n + h\sqrt{t_{n+1} + y_{n+1}}$$

for $y_{n+1}$. The first few values, for $h = 0.25$, are $y_1 = 3.043795$, $y_2 = 2.088082$, $y_3 = 3.132858$ and $y_4 = 3.178122$.

15. If $y' = 1 - t + 4y$ then

$$y'' = -1 + 4y' = -1 + 4(1-t+4y) = 3 - 4t + 16y.$$ In Eq. (12) we let $y_n$, $y_n'$ and $y_n''$ denote the approximate values of $\phi(t_n)$, $\phi'(t_n)$, and $\phi''(t_n)$, respectively. Keeping the first three terms in the Taylor series we have

$$y_{n+1} = y_n + y_n'h + \frac{y_n''h^2}{2} = y_n + (1 - t_n + 4y_n)h + (3 - 4t_n + 16y_n)h^2/2.$$ For $n = 0$, $t_0 = 0$ and $y_0 = 1$ we have

$$y_1 = 1 + (1 - 0 + 4)(.1) + (3 - 0 + 16)(.1)^2 = 1.595.$$
bound for $e_{n+1}$ is $|e_{n+1}| \leq [1 + 2\max_{0 \leq t \leq 1} |\phi(t)|]h^2$. Since the exact solution is $y = \phi(t) = [1 + \exp(2t)]/2$, $e_{n+1} = h^2\exp(2t_n)$. Therefore

$|e_1| \leq (0.1)^2\exp(0.2) = 0.012$ and $|e_4| \leq (0.1)^2\exp(0.8) = 0.022$, since the maximum value of $\exp(2t_n)$ occurs at $t = 0.1$ and $t = 0.4$ respectively. From Problem 2 of Section 2.7, the actual error in the first step is .0107.

19. The local truncation error is $e_{n+1} = \phi''(\tilde{t}_n)h^2/2$. For this problem $\phi'(t) = 5t - 3\phi^{-1/2}(t)$ and thus $\phi''(t) = 5 - (3/2)\phi^{-1/2}\phi' = 19/2 - (15/2)t\phi^{-1/2}$. Substituting this last expression into $e_{n+1}$ yields the desired answer.

22d. Since $y'' = -5\pi\sin5\pi t$, Eq. (21) gives $e_{n+1} = -(5\pi/2)\sin(5\pi t_n)h^2$. Thus $|e_{n+1}| < \frac{5\pi}{2}h^2 < .05$, or $h < \frac{1}{\sqrt{50}\pi} \equiv .08$.

23a. From Eq. (14) we have $E_n = \phi(t_n) - y_n$. Using this in Eq. (20) we obtain $E_{n+1} = E_n + h[f(t_n,\phi(t_n)) - f(t_n, y_n)] + \phi''(\tilde{t}_n)h^2/2$. Using the given inequality involving $L$ we have $|f(t_n,\phi(t_n)) - f(t_n, y_n)| \leq L |\phi(t_n) - y_n| = L|E_n|$ and thus $|E_{n+1}| \leq |E_n| + hL|E_n| + \max_{t_0 \leq t \leq t_{n+1}} |\phi''(t)|h^2/2 = \alpha |E_n| + \beta h^2$.

23b. Since $\alpha = 1 + hL, \alpha - 1 = hL$. Hence $\beta h^2(\alpha^{n-1})/(\alpha - 1) = \beta h^2[(1+hL)^n - 1]/hL = \beta h[1/(1+hL)^n - 1]/L$.

23c. $(1+hL)^n \leq \exp(nhL)$ follows from the observation that $\exp(nhL) = [\exp(nL)]^n = (1 + hL + h^2L^2/2! + ...)^n$. Noting that $nh = t_n - t_0$, the rest follows from Eq. (ii).

24. The Taylor series for $\phi(t)$ about $t = t_{n+1}$ is

$\phi(t) = \phi(t_{n+1}) + \phi'(t_{n+1})(t-t_{n+1}) + \phi''(t_{n+1})\frac{(t-t_{n+1})^2}{2} + \ldots$.

Letting $\phi'(t) = f(t,\phi(t))$, $t = t_n$ and $h = t_{n+1} - t_n$ we have $\phi(t_n) = \phi(t_{n+1}) - f(t_{n+1},\phi(t_{n+1}))h + \phi''(\bar{t}_n)h^2/2$, where $t_n < \bar{t}_n < t_{n+1}$. Thus $\phi(t_{n+1}) = \phi(t_n) + f(t_{n+1},\phi(t_{n+1}))h - \phi''(\bar{t}_n)h^2/2$. Comparing this to Eq. 13 we then have $e_{n+1} = -\phi''(\bar{t}_n)h^2/2$. 
25b. From Problem 1 we have \( y_{n+1} = y_n + h(3 + t_n - y_n) \), so
\[
\begin{align*}
y_1 &= 1 + .05(3 + 0 - 1) = 1.1 \\
y_2 &= 1.1 + .05(3 + .05 - 1.1) = 1.20 \\
y_3 &= 1.20 + .05(3 + .1 - 1.20) = 1.30 \\
y_4 &= 1.30 + .05(3 + .15 - 1.30) = 1.39 \equiv y(.2).
\end{align*}
\]
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1a. The improved Euler formula is
\[
y_{n+1} = y_n + \frac{[y_n' + f(t_n + h, y_n + hy_n')]h}{2}
\]
where
\[
y_n' = f(t, y) = 3 + t - y.
\]
Hence \( y_n = 3 + t_n - y_n \) and
\[
f(t_n + h, y_n + hy_n') = 3 + t_{n+1} - (y_n + hy_n').
\]
Thus we obtain
\[
y_{n+1} = y_n + (3 + t_n - y_n)h + \frac{h^2}{2}(1 - y_n')
\]
\[
= y_n + (3 + t_n - y_n)h + \frac{h^2}{2}(-2 - t_n + y_n). \text{ Thus}
\]
\[
y_1 = 1 + (3-1)(.05) + \frac{(0.05)^2}{2}(-2+1) = 1.098750 \text{ and}
\]
\[
y_2 = y_1 + (3 + .05 - y_1)(.05) + \frac{(0.05)^2}{2}(-2 -.05 + y_1) = 1.19512
\]
are the first two steps. In this case, the equation specifying \( y_{n+1} \) is somewhat more complicated when \( y_n' = 3 + t_n - y_n \) was substituted. When designing the steps to calculate \( y_{n+1} \) on a computer, \( y_n' \) can be calculated first and thus the simpler formula for \( y_{n+1} \) can be used. The exact solution is \( y(t) = 2 + t - e^{-t} \), so \( y(.1) = 1.19516, y(.2) = 1.38127, y(.3) = 1.55918 \text{ and } y(.04) = 1.72968 \), so the approximations using \( h = .0125 \) are quite accurate to five decimal places.

4. In this case \( y_n' = 2t_n + e^{-t_n}y_n \) and thus the improved Euler formula is
\[
y_{n+1} = y_n + \frac{[(2t_n + e^{-t_n}y_n) + 2t_{n+1} + e^{-t_{n+1}}(y_n + hy_n')]}{2}h.
\]
For \( n = 0, 1, 2 \) we get \( y_1 = 1.05122, y_2 = 1.10483 \text{ and } y_3 = 1.16072 \) for \( h = .05 \).

10. See Problem 4.

11. The improved Euler formula is
\[
y_{n+1} = y_n + \frac{f(t_n, y_n) + f(t_{n+1}, y_n + hf(t_n, y_n))}{2}h.
\]
As suggested in the text, it’s best to perform the following steps when
implementing this formula: let \( k_1 = \frac{(4 - t_ny_n)}{(1 + y_n^2)} \),
\( k_2 = y_n + hk_1 \) and \( k_3 = \frac{(4 - t_{n+1}k_2)}{(1 + k_2^2)} \). Then
\( y_{n+1} = y_n + \frac{(k_1 + k_3)h}{2} \).

14a. Since \( \phi(t_n + h) = \phi(t_{n+1}) \) we have, using the first part of
Eq. (5) and the given equation,
\[
e_{n+1} = \phi(t_{n+1}) - y_{n+1} = [\phi(t_n) - y_n] + [\phi'(t_n) - y_n'] + f(t_n + h, y_n + hy_n') \frac{h}{2}
\]
Since \( y_n = \phi(t_n) \) and \( y_n' = \phi'(t_n) = f(t_n, y_n) \) this reduces to
\[
e_{n+1} = \phi''(t_n) \frac{h^2}{2} - (f(t_n + h, y_n + hf(t_n, y_n)) - f(t_n, y_n))h^2/2! + \phi'''(t_n) \frac{h^3}{3}!,
\]
which can be written in the form of Eq.(i).

14b. First observe that \( y' = f(t, y) \) and \( y'' = f_t(t, y) + f_y(t, y)y' \). Hence \( \phi''(t_n) = f_t(t_n, y_n) + f_y(t_n, y_n)f(t_n, y_n) \).
Using the given Taylor series, with \( a = t_n, h = h, b = y_n \) and \( k = hf(t_n, y_n) \) we have
\[
f(t_n + h, y_n + hf(t_n, y_n)) = f(t_n, y_n) + f_t(t_n, y_n)h + f_y(t_n, y_n)hf(t_n, y_n) + [f_{tt}(\xi, \eta)h^2/2 + 2f_{ty}(\xi, \eta)h^2f(t_n, y_n) + f_{yy}(\xi, \eta)h^2f^2(t_n, y_n)]/2!
\]
where \( t_n \leq \xi \leq t_n + h \) and \( |\eta - y_n| < h|f(t_n, y_n)| \).
Substituting this in Eq.(i) and using the earlier expression for \( \phi''(t_n) \) we find that the first term on the right side of Eq.(i) reduces to
\[
-f_{tt}(\xi, \eta) + 2f_{ty}(\xi, \eta) f(t_n, y_n) + f_{yy}(\xi, \eta) f^2(t_n, y_n) \frac{h^3}{4},
\]
which is proportional to \( h^3 \) plus, possibly, higher order terms. The reason that there may be higher order terms is because \( \xi \) and \( \eta \) will, in general, depend upon \( h \).

14c. If \( f(t, y) \) is linear in \( t \) and \( y \), then \( f_{tt} = f_{ty} = f_{yy} = 0 \) and the terms appearing in the last formula of part (b) are all zero.

15. Since \( \phi(t) = \frac{4t - 3 + 19\exp(4t)}{16} \) we have
\( \phi'''(t) = 76\exp(4t) \) and thus from Problem 14c, since \( f \) is linear in \( t \) and \( y \), we find
\( e_{n+1} = 38[\exp(4t_n)]h^3/3 \). Thus
\( |e_{n+1}| \leq (38h^3/3)\exp(8) = 37,758.8h^3 \) on \( 0 \leq t \leq 2 \). For \( n = 1 \), we have \( |e_1| = |\phi(t_1) - y_1| \leq (38/3)\exp(0.2)(0.05)^3 = 0.001934 \), which is approximately 1/15 of the error indicated in Eq.(27) of the previous section.
19. The Euler method gives
\[ y_1 = y_0 + h(5t_0 - 3\sqrt{y_0}) = 2 + .1(-3\sqrt{2}) = 1.57574 \]
and the improved Euler method gives
\[ y_1 = y_0 + \frac{f(t_0, y_0) + f(t_1, y_1)}{2} h = 2 + [-3\sqrt{2} + (.5 - 3\sqrt{1.57574})] .05 = 1.62458. \]
Thus, the estimated error in using the Euler method is
\[ 1.62458 - 1.57574 = .04884. \]
Since we want our error tolerance to be no greater than .0025 we need to adjust the step size downward by a factor of \( \sqrt{.0025/.04884} \approx .226. \) Thus a step size of \( h = (.1)(.226) = .023 \) would be needed for the required local truncation error bound of .0025.

24. The modified Euler formula is
\[ y_{n+1} = y_n + h f\left(t_n + \frac{h}{2}, y_n + \frac{h}{2} f(t_n, y_n)\right) \]
where \( f(t,y) = 5t - 3\sqrt{y} \). Thus
\[ y_1 = 2 + .05 \left[ 5(t_0 + .025) - 3\sqrt{2 + .025(5t_0 - 3\sqrt{2})} \right] = 1.79982 \]
for \( t_0 = 0 \). The values obtained here are between the values for \( h = .05 \) and for \( h = .025 \) using the Euler method in Problem 2.
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4. The Runge-Kutta formula is
\[ y_{n+1} = y_n + h(k_{n1} + 2k_{n2} + 2k_{n3} + k_{n4})/6 \]
where \( k_{n1}, k_{n2} \) etc. are given by Eqs.(3). Thus for
\[ f(t,y) = 2t + e^{-ty} \]
\( y_1 = 2 + .05[5(t_0 + .025) - 3\sqrt{2 + .025(5t_0 - 3\sqrt{2})}] \]
\[ = 1.79982 \] for \( t_0 = 0 \). The values obtained here are between the values for \( h = .05 \) and for \( h = .025 \) using the Euler method in Problem 2.

11. We have \( f(t_n, y_n) = (4 - t_n y_n)/(1 + y_n^2) \). Thus for \( t_0 = 0 \), \( y_0 = -2 \) and \( h = .1 \) we have
\[ k_{01} = f(0, -2) = .8 \]
\[ k_{02} = f(.05, -2 + .05(.8)) = f(.05, -1.96) = .846414, \]
\[ k_{03} = f(.05, -2 + .05k_{02}) = f(.05, -1.957679) = .847983, \]
\[ k_{04} = f(.1, -2 + .1k_{03}) = f(.1, -1.915202) = .897927, \]
and
\[ y_1 = -2 + .1(k_{01} + 2k_{02} + 2k_{03} + k_{04})/6 = -1.915221. \]
For comparison, see Problem 11 in Sections 8.1 and 8.2.
14a.

14b. We have $f(t_n, y_n) = t_n^2 + y_n^2$, $t_0 = 0$, $y_0 = 1$ and $h = .1$ so

$k_{01} = 0^2 + 1^2 = 1$

$k_{02} = (.05)^2 + (1 + .05)^2 = 1.105$

$k_{03} = (.05)^2 + [1 + .05(1.105)]^2 = 1.11605$

$k_{04} = (.1)^2 + [1 + .1(1.11605)]^2 = 1.245666$ and thus

$y_1 = 1 + .1(k_{01} + 2k_{02} + 2k_{03} + k_{04})/6 = 1.11146$. Using these steps in a computer program, we obtain the following values for $y$:

<table>
<thead>
<tr>
<th>$t$</th>
<th>$h = .1$</th>
<th>$h = .05$</th>
<th>$h = .025$</th>
<th>$h = .0125$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>5.842</td>
<td>5.8481</td>
<td>5.8483</td>
<td>5.8486</td>
</tr>
<tr>
<td>.95</td>
<td>46.578</td>
<td>49.757</td>
<td>50.3935</td>
<td></td>
</tr>
</tbody>
</table>

14c. No accurate solution can be obtained for $y(1)$, as the values at $t = .975$ for $h = .025$ and $h = .0125$ are 1218 and 23,279 respectively. These are caused by the slope field becoming vertical as $t \to 1$.
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4a. The predictor formula is

$y_{n+1} = y_n + h(55f_n - 59f_{n-1} + 37f_{n-2} - 9f_{n-3})/24$

and the corrector formula is

$y_{n+1} = y_n + h(9f_{n+1} + 19f_n - 5f_{n-1} + f_{n-2})/24$, where

$f_n = 2t_n + \exp(-t_ny_n)$. Using the Runge-Kutta method, from Section 8.3, Problem 4a, we have for $t_0 = 0$ and $y_0 = 1$,

$y_1 = 1.1048431$, $y_2 = 1.2188411$ and $y_3 = 1.3414680$. Thus the predictor formula gives $y_4 = 1.4725974$, so $f_4 = 1.3548603$ and the corrector formula then gives $y_4 = 1.4726173$, which is the desired value. These results, and the next step, are summarized in the following table:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$y_n$</th>
<th>$f_n$</th>
<th>$y_{n+1}$</th>
<th>$f_{n+1}$</th>
<th>$y_{n+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Corrected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.1048431</td>
<td>1.0954004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.2188411</td>
<td>1.1836692</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.3414680</td>
<td>1.2686862</td>
<td>1.4725974</td>
<td>1.3548603</td>
<td>1.4726173</td>
</tr>
<tr>
<td>4</td>
<td>1.4726173</td>
<td>1.3548559</td>
<td>1.6126246</td>
<td>1.4465016</td>
<td>1.6126215</td>
</tr>
<tr>
<td>5</td>
<td>1.6126215</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where \( f_n \) is given above, \( y_{n+1} \) is given by the predictor formula, and the corrected \( y_{n+1} \) is given by the corrector formula. Note that the value for \( f_4 \) on the line for \( n = 4 \) uses the corrected value for \( y_4 \), and differs slightly from the \( f_4 \) on the line for \( n = 3 \), which uses the predicted value for \( y_4 \).

4b. The fourth order Adams-Moulton method is given by Eq. (10): 
\[
y_{n+1} = y_n + \frac{h}{24}(\frac{9}{2}f_{n+1} + 19f_n - 5f_{n-1} + f_{n-2})
\]
Substituting \( h = .1 \) we obtain
\[
y_{n+1} = y_n + (.0375)(19f_n - 5f_{n-1} + f_{n-2}) + .0375f_{n+1}.
\]
For \( n = 2 \) we then have
\[
y_3 = y_2 + (.0375)(19f_2 - 5f_1 + f_0) + .0375f_3
\]
= 1.293894103 + .0375(.6 + e^{-3y_3}), using values for \( y_2, f_0, f_1, f_2 \) from part a. An equation solver then yields \( y_3 = 1.341469821 \). Likewise
\[
y_4 = y_3 + (.0375)(19f_3 - 5f_2 + f_1) + .0375f_4
\]
= 1.421811841 + .0375(.8 + e^{-4y_4}), where \( f_3 \) is calculated using the \( y_3 \) found above. This last equation yields \( y_4 = 1.472618922 \). Finally
\[
y_5 = y_4 + (.0375)(19f_4 - 5f_3 + f_2) + .0375f_5
\]
= 1.558379316 + .0375(1.0 + e^{-5y_5}), which gives \( y_5 = 1.612623138 \).

4c. We use Eq. (16):
\[
y_{n+1} = \frac{1}{25}(48y_n - 36y_{n-1} + 16y_{n-2} - 3y_{n-3} + 12hf_{n+1}).
\]
Thus \( y_4 = .04(48y_3 - 36y_2 + 16y_1 - 3y_0) + .048f_4 \)
\[
= 1.40758686 + .048(.8 + e^{-4y_4}),\text{ using values for } y_0, y_1, y_2, y_3 \text{ from part a. An equation solver then yields } y_4 = 1.472619913. \]
Likewise
\[
y_5 = .04(48y_4 - 36y_3 + 16y_2 - 3y_1) + .048f_5
\]
= 1.54319349 + .048(1 + e^{-5y_5}), which gives \( y_5 = 1.612625556 \).

7a. Using the predictor and corrector formulas (Eqs.6 and 10) with \( f_n = .5 - t_n + 2y_n \) and using the Runge-Kutta method to calculate \( y_1, y_2 \) and \( y_3 \), we obtain the following table for \( h = .05, t_0 = 0, y_0 = 1: \)
From Eq. (10) we have
\[ y_{n+1} = y_n + \frac{h}{24} (9f_{n+1} + 19f_n - 5f_{n-1} + f_{n-2}) \]
\[ = y_n + \frac{h}{24} [9(.5 - t_{n+1} + 2y_{n+1}) + 19f_n - 5f_{n-1} + f_{n-2}]. \]
Solving for \( y_{n+1} \) we obtain
\[ y_{n+1} = \left[ y_n + \frac{h}{24} (19f_n - 5f_{n-1} + f_{n-2} + 4.5 - 9t_{n+1}) \right]/(1-.75h). \]
For \( h = .05 \), \( t_0 = 0 \), \( y_0 = 1 \) and using \( y_1 \) and \( y_2 \) as calculated using the Runge-Kutta formula, we obtain the following table:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( y_n )</th>
<th>( f_n )</th>
<th>( y_{n+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.130171</td>
<td>2.5</td>
<td>corrected</td>
</tr>
<tr>
<td>1</td>
<td>1.424858</td>
<td>3.199717</td>
<td>1.591820</td>
</tr>
<tr>
<td>2</td>
<td>1.591825</td>
<td>3.483649</td>
<td>1.773716</td>
</tr>
<tr>
<td>3</td>
<td>1.773721</td>
<td>3.797443</td>
<td>1.972114</td>
</tr>
<tr>
<td>4</td>
<td>1.972119</td>
<td>4.144238</td>
<td>2.188747</td>
</tr>
<tr>
<td>5</td>
<td>2.188753</td>
<td>4.527507</td>
<td>2.425535</td>
</tr>
<tr>
<td>6</td>
<td>2.425542</td>
<td>4.951084</td>
<td>2.684597</td>
</tr>
<tr>
<td>7</td>
<td>2.684604</td>
<td>5.419209</td>
<td>2.968276</td>
</tr>
<tr>
<td>8</td>
<td>2.968284</td>
<td>6.000000</td>
<td>3.282720</td>
</tr>
</tbody>
</table>

From Eq. (16) we have
\[ y_{n+1} = (48y_n - 36y_{n-1} + 16y_{n-2} - 3y_{n-3} + 12h f_{n+1})/25 \]
\[ = [48y_n - 36y_{n-1} + 16y_{n-2} - 3y_{n-3} + 12h(.5-t_{n+1})]/25+(24/25)h y_{n+1}. \]
Solving for \( y_{n+1} \) we have
\[ y_{n+1} = [48y_n - 36y_{n-1} + 16y_{n-2} - 3y_{n-3} + 12h(.5-t_{n+1})]/(25-24h). \]
Again, using Runge-Kutta to find \( y_1 \) and \( y_2 \), we then obtain the following table:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( y_n )</th>
<th>( f_n )</th>
<th>( y_{n+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2.5</td>
<td>corrected</td>
</tr>
<tr>
<td>1</td>
<td>1.130171</td>
<td>2.710342</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.271403</td>
<td>2.9420805</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.424858</td>
<td>3.199717</td>
<td>1.591820</td>
</tr>
<tr>
<td>4</td>
<td>1.591825</td>
<td>3.483649</td>
<td>1.773716</td>
</tr>
<tr>
<td>5</td>
<td>1.773721</td>
<td>3.797443</td>
<td>1.972114</td>
</tr>
<tr>
<td>6</td>
<td>1.972119</td>
<td>4.144238</td>
<td>2.188747</td>
</tr>
<tr>
<td>7</td>
<td>2.188753</td>
<td>4.527507</td>
<td>2.425535</td>
</tr>
<tr>
<td>8</td>
<td>2.425542</td>
<td>4.951084</td>
<td>2.684597</td>
</tr>
<tr>
<td>9</td>
<td>2.684604</td>
<td>5.419209</td>
<td>2.968276</td>
</tr>
<tr>
<td>10</td>
<td>2.968284</td>
<td>6.000000</td>
<td>3.282720</td>
</tr>
</tbody>
</table>
n  |  Yn  |  Yn+1
---|------|------
0  |  1   |      
1  | 1.130170833 |      
2  | 1.271402571 | 1.591825573 
3  | 1.424858497 | 1.773724801 
4  | 1.591825573 | 1.972125968 
5  | 1.773724801 | 2.188764173 
6  | 1.972125968 | 2.425557376 
7  | 2.188764173 | 2.684625416 
8  | 2.425557376 | 2.968311063 
9  | 2.684625416 | 
10 | 2.968311063 | 

The exact solution is \( y(t) = e^t + t/2 \) so \( y(0.5) = 2.9682818 \) and \( y(2) = 55.59815 \), so we see that the predictor-corrector method in part a is accurate through three decimal places.

16. Let \( p_2(t) = At^2 + Bt + C \). As in Eqs. (12) and (13) let
\[ p_2(t_{n-1}) = y_{n-1}, \quad p_2(t_n) = y_n, \quad p_2(t_{n+1}) = y_{n+1} \]
and
\[ p_2'(t_{n+1}) = f(t_{n+1}, y_{n+1}) = f_{n+1}. \]
Recall that \( t_{n-1} = t_n - h \) and \( t_{n+1} = t_n + h \) and thus we have the four equations:

\[
\begin{align*}
A(t_n-h)^2 + B(t_n-h) + C &= y_{n-1} \quad (i) \\
A(t_n)^2 + B(t_n) + C &= y_n \quad (ii) \\
A(t_{n+1})^2 + B(t_{n+1}) + C &= y_{n+1} \quad (iii) \\
2A(t_n+h) + B &= f_{n+1} \quad (iv)
\end{align*}
\]

Subtracting Eq. (i) from Eq. (ii) to get Eq. (v) (not shown) and subtracting Eq. (ii) from Eq. (iii) to get Eq. (vi) (not shown), then subtracting Eq. (v) from Eq. (vi) yields \( y_{n+1} - 2y_n + y_{n-1} = 2Ah^2 \), which can be solved for \( A \). Thus \( B = f_{n+1} - 2A(t_{n+h}) \) [from Eq. (iv)] and \( C = y_n - t_nf_{n+1} + A(t_n)^2 + 2At_nh \) [from Eq. (ii)]. Using these values for \( A, B \) and \( C \) in Eq. (iv) yields \( y_{n+1} = (1/3)(4y_n - y_{n-1} + 2hf_{n+1}) \), which is Eq. (15).
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2a. If \( 0 \leq t \leq 1 \) then we know \( 0 \leq t^2 \leq 1 \) and hence \( e^t \leq t^2 + e^t \leq 1 + e^t \). Since each of these terms represents a slope, we may conclude that the solution of Eq. (i) is bounded above by the solution of Eq. (iii) and is bounded below by the solution of Eq. (iv).

2b. \( \phi_1(t) \) and \( \phi_2(t) \) can each be found by separation of
variables. For \( \phi_1(t) \) we have \( \frac{1}{1+e^y} \, dy = dt \), or
\[
\frac{e^{-y}}{e^{-y}+1} \, dy = dt.
\]
Integrating both sides yields
\[-\ln(e^{-y}+1) = t + c.\]
Solving for \( y \) we find
\[y = \ln\left[\frac{1}{c_1e^{-t}-1}\right].\]
Setting \( t = 0 \) and \( y = 0 \), we obtain \( c_1 = 2 \) and thus \( \phi_1(t) = \ln\left[\frac{e^t}{2-e^t}\right] \). As \( t \to \ln 2 \), we see that \( \phi_1(t) \to \infty \). A similar analysis shows that \( \phi_2(t) = \ln\left[\frac{1}{c_2-t}\right] \), where \( c_2 = 1 \) when the I.C. are used. Thus \( \phi_2(t) \to \infty \) as \( t \to 1 \) and thus we conclude that \( \phi(t) \to \infty \) for some \( t \) such that \( \ln 2 \leq t \leq 1 \).

2c. From Part b: \( \phi_1(.9) = \ln\left[\frac{1}{(c_1e^{-.9})-1}\right] \) yields \( c_1 = 2.5393 \) and thus \( \phi_1(t) \to \infty \) when \( t \equiv .9319 \). Similarly for \( \phi_2(t) \) we have \( c_2 = .9324 \) and thus \( \phi_2(t) \to \infty \) when \( t \equiv .932 \).

4a. The D.E. is \( y' + 10y = 2.5t^2 + .5t \). So \( y_h = ce^{-10t} \) is the solution of the related homogeneous equation and the particular solution, using undetermined coefficients, is
\[y_p = At^2 + Bt + C.\]
Substituting this into the D.E. yields
\[A = \frac{1}{4}, \quad B = C = 0.\]
To satisfy the I.C., \( c = 4 \), so
\[y(t) = 4e^{-10t} + \frac{t^2}{4},\]
which is shown in the graph.

4b. From the discussion following Eq (15), we see that \( h \) must be less than \( \frac{2}{|r|} \) for the Euler method to be stable.
Thus, for \( r = 10 \), \( h < .2 \). For \( h = .2 \) we obtain the following values:

\[
t = 4 \quad 4.2 \quad 4.4 \quad 4.6 \quad 4.8 \quad 5.0
\]
\[
y = 8 \quad .4 \quad 8.84 \quad 1.28 \quad 9.76 \quad 2.24
\]
and for \( h = .18 \) we obtain:

\[
t = 4.14 \quad 4.32 \quad 4.50 \quad 4.68 \quad 4.86 \quad 5.04
\]
\[
y = 4.26 \quad 4.68 \quad 5.04 \quad 5.48 \quad 5.89 \quad 6.35.
\]
Clearly the second set of values is stable, although far from accurate.
4c. For a step size of .25 we find

\[
\begin{array}{cccc}
t & = & 4 & 4.25 & 4.75 & 5.00 \\
y & = & 4.018 & 4.533 & 5.656 & 6.205, \\
\end{array}
\]

for a step size of .28 we find

\[
\begin{array}{cccc}
t & = & 4.2 & 4.48 & 4.76 & 5.00 \\
y & = & 10.14 & 10.89 & 11.68 & 12.51, \\
\end{array}
\]

and for a step size of .3 we find

\[
\begin{array}{cccc}
t & = & 4.2 & 4.5 & 4.8 & 5.1 \\
y & = & 353 & 484 & 664 & 912. \\
\end{array}
\]

Thus instability appears to occur about \( h = .28 \) and certainly by \( h = .3 \). Note that the exact solution for \( t = 5 \) is \( y = 6.2500 \), so for \( h = .25 \) we do obtain a good approximation.

4d. For \( h = .5 \) the error at \( t = 5 \) is .013, while for \( h = .385 \), the error at \( t = 5.005 \) is .01.

5a. The general solution of the D.E. is \( y(t) = t + ce^{\lambda t} \), where \( y(0) = 0 \rightarrow c = 0 \) and thus \( y(t) = t \), which is independent of \( \lambda \).

5c. Your result in Part b will depend upon the particular computer system and software that you use. If there is sufficient accuracy, you will obtain the solution \( y = t \) for \( t \) on \( 0 \leq t \leq 1 \) for each value of \( \lambda \) that is given, since there is no discretization error. If there is not sufficient accuracy, then round-off error will affect your calculations. For the larger values of \( \lambda \), the numerical solution will quickly diverge from the exact solution, \( y = t \), to the general solution \( y = t + ce^{\lambda t} \), where the value of \( c \) depends upon the round-off error. If the latter case does not occur, you may simulate it by computing the numerical solution to the I.V.P. \( y' - \lambda y = 1 - \lambda t \), \( y(.1) = .10000001 \). Here we have assumed that the numerical solution is exact up to the point \( t = .09 \) [i.e. \( y(.09) = .09 \)] and that at \( t = .1 \) round-off error has occurred as indicated by the slight error in the I.C. It has also been found that a larger step size \( (h = .05 \) or \( h = .1 \) may also lead to round-off error.
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2a. The Euler formula is \( x_{n+1} = x_n + hf_n \), where

\[
f_n = \begin{pmatrix} 2x_n + t_n y_n \\ x_n y_n \end{pmatrix}, \quad x_0 = 1 \text{ and } y_0 = 1. \text{ Thus } f_0 = \begin{pmatrix} 2-0 \\ 0 \end{pmatrix} = \begin{pmatrix} 2 \\ 1 \end{pmatrix}.
\]

\( x_1 = \begin{pmatrix} 1+1(2) \\ 1+1(1) \end{pmatrix} = \begin{pmatrix} 1.2 \\ 1.1 \end{pmatrix} \),
\( f_1 = \begin{pmatrix} 2.4+1(1.1) \\ (1.2)(1.1) \end{pmatrix} = \begin{pmatrix} 2.51 \\ 1.32 \end{pmatrix} \)

and \( x_2 = \begin{pmatrix} 1.2+1(2.51) \\ 1.1+1(1.32) \end{pmatrix} = \begin{pmatrix} 1.451 \\ 1.232 \end{pmatrix} \equiv \begin{pmatrix} \phi(0.2) \\ \psi(0.2) \end{pmatrix} \)

2b. Eqs. (7) give:

\[
k_{01} = \begin{pmatrix} f(0,1,1) \\ g(0,1,1) \end{pmatrix} = \begin{pmatrix} 2+0 \\ (1)(1) \end{pmatrix} = \begin{pmatrix} 2 \\ 1 \end{pmatrix}
\]
\[
k_{02} = \begin{pmatrix} 2.4+1(1.1) \\ (1.2)(1.1) \end{pmatrix} = \begin{pmatrix} 2.51 \\ 1.32 \end{pmatrix}
\]
\[
k_{03} = \begin{pmatrix} 2.502+1(1.132) \\ (1.251)(1.132) \end{pmatrix} = \begin{pmatrix} 2.6152 \\ 1.41613 \end{pmatrix}
\]
\[
k_{04} = \begin{pmatrix} 3.04608+2(1.28323) \\ (1.52304)(1.28323) \end{pmatrix} = \begin{pmatrix} 3.30273 \\ 1.95441 \end{pmatrix}
\]

Using Eq. (6) in scalar form, we then have

\[ x_1 = 1+(.2/6)[2+2(2.51)+2(2.6152)+3.30273] = 1.51844 \]
\[ y_1 = 1+(.2/6)[1+2(1.32)+2(1.41613)+1.95440] = 1.28089. \]

7. Write a computer program to do this problem as there are twenty steps or more for \( h \leq .05 \).

8. If we let \( y = x' \), then \( y' = x'' \) and thus we obtain the system \( x' = y \) and \( y' = t-3x-t^2y \), with \( x(0) = 1 \) and \( y(0) = x'(0) = 2 \). Thus \( f(t, x, y) = y \),

\[ g(t, x, y) = t - 3x - t^2y, \quad t_0 = 0, \quad x_0 = 1 \text{ and } y_0 = 2. \] If a program has been written for an earlier problem, then its best to use that. Otherwise, the first two steps are as follows:

\[
k_{01} = \begin{pmatrix} 2 \\ -3 \end{pmatrix}
\]
and thus

\[
k_{02} = \begin{pmatrix} 2+(-.15) \\ .05-3(1.1)-(.05)^2(1.85) \end{pmatrix} = \begin{pmatrix} 1.85 \\ -3.25463 \end{pmatrix}
\]

\[
k_{03} = \begin{pmatrix} 2+(-.16273) \\ .05-3(1.0925)-(.05)^2(1.83727) \end{pmatrix} = \begin{pmatrix} 1.83727 \\ -3.23209 \end{pmatrix}
\]

\[
k_{04} = \begin{pmatrix} 2+(-.32321) \\ .1-3(1.18373)-(.1)^2(1.67679) \end{pmatrix} = \begin{pmatrix} 1.67679 \\ -3.46796 \end{pmatrix}
\]

which are approximations to \(x(.1)\) and \(y(.1) = x'(1.1)\).

In a similar fashion we find

\[
k_{11} = \begin{pmatrix} 1.67598 \\ -3.46933 \end{pmatrix} \quad k_{12} = \begin{pmatrix} 1.50251 \\ -3.68777 \end{pmatrix}
\]

\[
k_{13} = \begin{pmatrix} 1.49159 \\ -3.66151 \end{pmatrix} \quad k_{14} = \begin{pmatrix} 1.30983 \\ -3.85244 \end{pmatrix}
\]

and thus

\[
x_2 = x_1 + (.1/6)[2 + 2(1.85)+2(1.83727)+(1.67679)] = 1.18419, \\
y_2 = 2+ (.1/6)[-3-2(3.25463)-2(3.23209)-3.46796] = 1.67598,
\]

Three more steps must be taken in order to approximate \(x(.5)\) and \(y(.5) = x'(1.5)\). The intermediate steps yield \(x(.3) = 1.44489, y(.3) = .9093062\) and \(x(.4) = 1.51499, y(.4) = .4908795\).
CHAPTER 9
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For Problems 1 through 16, once the eigenvalues have been found, Table 9.1.1 will, for the most part, quickly yield the type of critical point and the stability. In all cases it can be easily verified that $A$ is nonsingular.

1a. The eigenvalues are found from the equation $\det(A-rI)=0$.

Substituting the values for $A$ we have

$A = \begin{pmatrix} 3-r & -2 \\ 2 & -2-r \end{pmatrix}$

$r^2 - r - 2 = 0$ and thus the eigenvalues are $r_1 = -1$ and $r_2 = 2$. For $r_1 = -1$, we have

$\begin{pmatrix} 4 & -2 \\ 2 & -1 \end{pmatrix} \xi_1 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$

and thus

$\xi^{(1)} = \begin{pmatrix} 1 \\ 2 \end{pmatrix}$

and for $r_2$ we have

$\begin{pmatrix} 4 & -2 \\ 2 & -4 \end{pmatrix} \xi_2 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$

and thus

$\xi^{(2)} = \begin{pmatrix} 2 \\ 1 \end{pmatrix}$.

1b. Since the eigenvalues differ in sign, the critical point is a saddle point and is unstable.

4a. Again the eigenvalues are given by

$r^2 + 6r + 9 = 0$ and thus $r_1 = r_2 = -3$. The eigenvectors are solutions of

$\begin{pmatrix} 4 & -4 \\ 4 & -7 \end{pmatrix} \xi_1 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$

and hence there is just one eigenvector $\xi = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$.

4b. Since the eigenvalues are negative, $(0,0)$ is an improper node which is asymptotically stable. If we had found that there were two independent eigenvectors then $(0,0)$ would have been a proper node, as indicated in Case 3a.
4d.

7a. In this case $\det(A - rI) = r^2 - 2r + 5$ and thus the eigenvalues are $r_{1,2} = 1 \pm 2i$. For $r_1 = 1 + 2i$ we have
\[
\begin{pmatrix}
2-2i & -2 \\
4 & -2-2i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix}
2-2i & -2 \\
8-8i & -8
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
and thus
\[
\xi^{(1)} = \begin{pmatrix}
1 \\
1-i
\end{pmatrix}.
\]
Similarly for $r_2 = 1-2i$ we have
\[
\begin{pmatrix}
2+2i & -2 \\
4 & -2+2i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
and hence $\xi^{(2)} = \begin{pmatrix}
1 \\
1+i
\end{pmatrix}$.

7b. Since the eigenvalues are complex with positive real part, we conclude that the critical point is a spiral point and is unstable.

7d.

10a. Again, $\det(A - rI) = r^2 + 9$ and thus we have $r_{1,2} = \pm 3i$.

For $r_1 = 3i$ we have
\[
\begin{pmatrix}
1-3i & 2 \\
-5 & -1-3i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
and thus
\[
\xi^{(1)} = \begin{pmatrix}
2 \\
-1+3i
\end{pmatrix}.
\]
Likewise for $r_2 = -3i$, we have
\[
\begin{pmatrix}
1+3i & 2 \\
-5 & -1+3i
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
so that $\xi^{(2)} = \begin{pmatrix}
2 \\
-1-3i
\end{pmatrix}$.

10b. Since the eigenvalues are pure imaginary the critical point is a center, which is stable.
13. If we let \( x = x^0 + u \) then \( x' = u' \) and thus the system becomes

\[
\begin{pmatrix}
1 & 1 \\
1 & -1 \\
\end{pmatrix}
\begin{pmatrix}
x^0 \\
u \\
\end{pmatrix} =
\begin{pmatrix}
1 \\
-1 \\
\end{pmatrix}
\begin{pmatrix}
x \\
0 \\
\end{pmatrix}
\]

which will be in the form of Eq.(2) if \( \begin{pmatrix}
1 & 1 \\
1 & -1 \\
\end{pmatrix}
\begin{pmatrix}
x^0 \\
u \\
\end{pmatrix} =
\begin{pmatrix}
2 \\
0 \\
\end{pmatrix} \). Using row operations, this last set of equations is equivalent to

\[
\begin{pmatrix}
1 & 1 \\
0 & -2 \\
\end{pmatrix}
\begin{pmatrix}
x^0 \\
u \\
\end{pmatrix} =
\begin{pmatrix}
2 \\
-2 \\
\end{pmatrix}
\]

and thus \( x^0_1 = 1 \) and \( x^0_2 = 1 \). Since

\[
\begin{pmatrix}
1 & 1 \\
1 & -1 \\
\end{pmatrix}
\]

has \((0,0)\) as the critical point, we conclude that \((1,1)\) is the critical point of the original system. As in the earlier problems, the eigenvalues are given by

\[
\begin{vmatrix}
1-r & 1 \\
1 & 1-r \\
\end{vmatrix} = r^2 - 2 = 0 \]

and thus \( r_{1,2} = \pm \sqrt{2} \). Hence the critical point \((1,1)\) is an unstable saddle point.

17. The equivalent system is \( \frac{dx}{dt} = y, \frac{dy}{dt} = -(k/m)x-(c/m)y \) which is written in the form of Eq.(2) as

\[
\begin{pmatrix}
0 & 1 \\
-k/m & -c/m \\
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
\end{pmatrix} \]

The point \((0,0)\) is clearly a critical point, and since \( A \) is nonsingular, it is the only one. The characteristic equation is \( r^2+(c/m)r+k/m=0 \) so \( r_1,r_2 = [-c \pm (c^2 - 4km)^{1/2}] / 2m \). In the underdamped case \( c^2 - 4km < 0 \), the characteristic roots are complex with negative real parts and thus the critical point \((0,0)\) is an asymptotically stable spiral point. In the overdamped case \( c^2 - 4km > 0 \), the characteristic roots are real, unequal, and negative and hence the critical point \((0,0)\) is asymptotically stable node. In the critically damped case \( c^2 - 4km = 0 \), the characteristic roots are equal and negative. As indicated in the solution to Problem 4, to determine whether this is an improper or proper node we must determine whether there
are one or two linearly independent eigenvectors. The eigenvectors satisfy the equation

\[
\begin{pmatrix}
c/2m & 1 \\
-k/m & -c/2m
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}
= 0,
\]
which has just one solution if \(c^2 - 4km = 0\). Thus the critical point \((0,0)\) is an asymptotically stable improper node.

18a. If \(A\) has one zero eigenvalue then for \(r = 0\) we have \(\det(A - rI) = 0\). Hence \(A\) is singular which means \(Ax = 0\) has infinitely many solutions and consequently there are infinitely many critical points.

18b. From Chapter 7, the solution is \(x(t) = c_1\xi_1^{(1)} + c_2\xi_2^{(2)}e^{rt}\), which can be written in scalar form as \(x_1 = c_1\xi_1^{(1)} + c_2\xi_2^{(2)}e^{rt}\) and \(x_2 = c_1\xi_1^{(1)} + c_2\xi_2^{(2)}e^{rt}\).

Assuming \(\xi_2^{(2)} \neq 0\), the first equation can be solved for \(c_2e^{rt}\), which is then substituted into the second equation to yield \(x_2 = c_1\xi_1^{(1)} + \left[\frac{\xi_2^{(2)}}{\xi_1^{(2)}}\right] \left[x_1 - c_1\xi_1^{(1)}\right]\).

These are straight lines parallel to the vector \(\xi_2^{(2)}\). Note that the family of lines is independent of \(c_2\). If \(\xi_1^{(2)} = 0\), then the lines are vertical. If \(r^2 > 0\), the direction of motion will be in the same direction as indicated for \(\xi_2^{(2)}\). If \(r^2 < 0\), then it will be in the opposite direction.

19a. \(\det(A - rI) = r^2 - (a_{11} + a_{22})r + a_{11}a_{22} - a_{21}a_{12} = 0\). If \(a_{11} + a_{22} = 0\), then \(r^2 = -(a_{11}a_{22} - a_{21}a_{12}) < 0\) if \(a_{11}a_{22} - a_{21}a_{12} > 0\).

19b. Eq. (i) can be written in scalar form as \(dx/dt = a_{11}x + a_{12}y\) and \(dy/dt = a_{21}x + a_{22}y\), which then yields Eq. (iii). Ignoring the middle quotient in Eq. (iii), we can rewrite that equation as \((a_{11}x + a_{12}y)dx - (a_{21}x + a_{22}y)dy = 0\), which is exact since \(a_{11}a_{22} - a_{21}a_{12} = -a_{12}a_{21}\) from Eq. (ii).

19c. Integrating \(\Phi = a_{21}x + a_{22}y\) we obtain \(\Phi = a_{21}\frac{x^2}{2} + a_{22}xy + g(y)\) and thus \(a_{21}x + g(y) = -a_{11}x - a_{12}y\) or \(g(y) = -a_{12}y\) using Eq. (ii). Hence \(a_{21}\frac{x^2}{2} + a_{22}xy - a_{12}\frac{y^2}{2} = k/2\) is the solution to Eq. (iii). The quadratic equation \(Ax^2 + Bxy + Cy^2 = D\) is an ellipse provided \(B^2 - 4AC < 0\). Hence for our problem if
$a_{22}^2 + a_{21}a_{12} < 0$ then Eq.(iv) is an ellipse. Using $a_{11} + a_{22} = 0$ we have $a_{22}^2 = -a_{11}$ and hence $-a_{11}a_{22} + a_{12}a_{21} < 0$ or $a_{11}a_{22} - a_{12}a_{21} > 0$, which is true by Eqs.(ii). Thus Eq.(iv) is an ellipse under the conditions of Eqs.(ii).

20. The given system can be written as

$\frac{dx}{dt} = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}$

Thus the eigenvalues are given by $r^2 - (a_{11} + a_{22})r + a_{11}a_{22} - a_{12}a_{21} = 0$ and using the given definitions we rewrite this as $r^2 - pr + q = 0$ and thus $r_{1,2} = \frac{p \pm \sqrt{p^2 - 4q}}{2} = \frac{p \pm \sqrt{\Delta}}{2}$. The results are now obtained using Table 9.1.1.
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1. Solutions of the D.E. for $x$ are $y$ are $x = Ae^{-t}$ and $y = Be^{-2t}$ respectively. $x(0) = 4$ and $y(0) = 2$ yield $A = 4$ and $B = 2$, so $x = 4e^{-t}$ and $y = 2e^{-2t}$. Solving the first equation for $e^{-t}$ and then substituting into the second yields $y = 2[x/4]^2 = x^2/8$, which is a parabola. From the original D.E., or from the parametric solutions, we find that $0 < x \leq 4$ and $0 < y \leq 2$ for $t \geq 0$ and thus only the portion of the parabola shown is the trajectory, with the direction of motion indicated.

3. Utilizing the approach indicated in Eq.(14), we have $\frac{dy}{dx} = -x/y$, which separates into $xdx + ydy = 0$. Integration then yields the circle $x^2 + y^2 = c^2$, where $c^2 = 16$ for both sets of I.C. The direction of motion can be found from the original D.E. and is counterclockwise for both I.C. To obtain the parametric equations, we write the system in the form

$\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}$, which has the characteristic equation $\begin{vmatrix} -r & -1 \\ 1 & -r \end{vmatrix} = r^2 + 1 = 0$, or $r = \pm i$. Following
the procedures of Section 7.6, we find that one solution of the above system is 
\[
\begin{pmatrix}
1 & 
\end{pmatrix}^t = 
\begin{pmatrix}
cost + isint \\
sint - icost 
\end{pmatrix}
\]
and thus two real solutions are 
\[
u(t) = 
\begin{pmatrix}
cost \\
sint 
\end{pmatrix}
\]
and 
\[
v(t) = 
\begin{pmatrix}
sint \\
-cost 
\end{pmatrix}
\]
The general solution of the system is then 
\[
\begin{pmatrix}
x \\
y 
\end{pmatrix} = c_1u(t) + c_2v(t)
\]
and hence the first I.C. yields 
\[
c_1 = 4, c_2 = 0, \text{ or } x = 4cost, y = 4sint.
\]
The second I.C. yields 
\[
c_1 = 0, c_2 = -4, \text{ or } x = -4sint, y = 4cost.
\]
Note that both these parametric representations satisfy the form of the trajectories found in the first part of this problem.

7a. The critical points are given by the solutions of 
\[
x(1-x-y) = 0 \text{ and } y(1/2 - y/4 - 3x/4) = 0.
\]
The solutions corresponding to either \(x = 0\) or \(y = 0\) are seen to be 
\(x = 0, y = 0; x = 0, y = 2; x = 1, y = 0\). In addition, there is a solution corresponding to the intersection of the lines \(1 - x - y = 0\) and \(1/2 - y/4 - 3x/4 = 0\) which is the point \(x = 1/2, y = 1/2\). Thus the critical points are \((0,0), (0,2), (1,0),\) and \((1/2,1/2)\).

7b. 

7c. For \((0,0)\) since all trajectories leave this point, this is an unstable node. For \((0,2)\) and \((1,0)\) since the trajectories tend to these points, respectively, they are asymptotically stable nodes. For \((1/2,1/2)\), one trajectory tends to \((1/2,1/2)\) while all others tend to infinity, so this is an unstable saddle point.

12a. The critical points are given by \(y = 0\) and 
\[
x(1 - x^2/6 - y/5) = 0, \text{ so } (0,0), (\sqrt{5},0) \text{ and } (-\sqrt{5},0)
\]
are the only critical points.
12b. Clearly \((\sqrt{6},0)\) and \((-\sqrt{6},0)\) are spiral points, and are asymptotically stable since the trajectories tend to each point, respectively. \((0,0)\) is a saddle point, which is unstable, since the trajectories behave like the ones for \((1/2,1/2)\) in Problem 7.

15b. 

15a. \[ \frac{dy}{dx} = \frac{dy/\,dt}{dx/\,dt} = \frac{8x}{2y}, \] so \(4xdx - y\,dy = 0\) and thus \(4x^2 - y^2 = c\), which are hyperbolas for \(c \neq 0\) and straight lines \(y = \pm 2x\) for \(c = 0\).

19a. \[ \frac{dy}{dx} = \frac{y-2xy}{-x+y+x^2}, \] so \((y-2xy)\,dx + (x-y-x^2)\,dy = 0\), which is an exact D.E. Therefore \(\phi(x,y) = xy - x^2y + g(y)\) and hence \(\frac{\partial\phi}{\partial y} = x - x^2 + g'(y) = x - y - x^2\), so \(g'(y) = -y\) and \(g(y) = -y^2/2\). Thus \(2x^2y - 2xy + y^2 = c\) (after multiplying by \(-2\)) is the desired solution.

21a. \[ \frac{dy}{dx} = \frac{-\sin x}{y}, \] so \(y\,dy + \sin x\,dx = 0\) and thus \(y^2/2 - \cos x = c\).
21b.

23. We know that $\phi'(t) = F(\phi(t), \psi(t))$ and $\psi'(t) = G(\phi(t), \psi(t))$ for $\alpha < t < \beta$. By direct substitution we have
$$\phi'(t) = \phi'(t-s) = F(\phi(t-s), \psi(t-s)) = F(\Phi(t), \Psi(t))$$
and
$$\psi'(t) = \psi'(t-s) = G(\phi(t-s), \psi(t-s)) = G(\Phi(t), \Psi(t))$$
for $\alpha < t-s < \beta$ or $\alpha+s < t < \beta+s$.

24. Suppose that $t_1 > t_0$. Let $s = t_1 - t_0$. Since the system is autonomous, the result of Problem 23, with $s$ replaced by $-s$ shows that $x = \phi_1(t+s)$ and $y = \psi_1(t+s)$ generates the same trajectory ($C_1$) as $x = \phi_1(t)$ and $y = \psi_1(t)$. But at $t = t_0$ we have $x = \phi_1(t_0+s) = \phi_1(t_1) = x_0$ and $y = \psi_1(t_0+s) = \psi_1(t_1) = y_0$. Thus the solution $x = \phi_1(t+s), y = \psi_1(t+s)$ satisfies exactly the same initial conditions as the solution $x = \phi_0(t), y = \psi_0(t)$ which generates the trajectory $C_0$. Hence $C_0$ and $C_1$ are the same.

25. From the existence and uniqueness theorem we know that if the two solutions $x = \phi(t), y = \psi(t)$ and $x = x_0, y = y_0$ satisfy $\phi(a) = x_0, \psi(a) = y_0$ and $x = x_0, y = y_0$ at $t = a$, then these solutions are identical. Hence $\phi(t) = x_0$ and $\psi(t) = y_0$ for all $t$ contradicting the fact that the trajectory generated by $[\phi(t), \psi(t)]$ started at a noncritical point.

26. By direct substitution
$$\Phi'(t) = \phi'(t+T) = F(\phi(t+T), \psi(t+T)) = F(\Phi(t), \Psi(t))$$
and
$$\Psi'(t) = \psi'(t+T) = G(\phi(t+T), \psi(t+T)) = G(\Phi(t), \Psi(t)).$$
Furthermore $\Phi(t_0) = x_0$ and $\Psi(t_0) = y_0$. Thus by the existence and uniqueness theorem $\Phi(t) = \phi(t)$ and $\Psi(t) = \psi(t)$ for all $t$.
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In Problems 1 through 4, write the system in the form of
Eq.(4). Then if \( g(0) = 0 \) we may conclude that \((0,0)\) is a critical point. In addition, if \( g \) satisfies Eq.(5) or Eq.(6), then the system is almost linear. In this case the linear system, Eq.(1), will determine, in most cases, the type and stability of the critical point \((0,0)\) of the almost linear system. These results are summarized in Table 9.3.1.

3. In this case the system can be written as

\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} (1+x)\sin y \\ 1 - \cos y \end{pmatrix}.
\]

However, the coefficient matrix is singular and \( g_1(x,y) = (1+x)\sin y \) does not satisfy Eq.(6). However, if we consider the Taylor series for \( \sin y \), we see that \( (1+x)\sin y - y = \sin y - y + xy \sin y = -y^3/3! + y^5/5! + \cdots + x(y - y^3/3! + \cdots) \), which does satisfy Eq.(6), using \( x = r\cos \theta, y = r\sin \theta \).

Thus the first equation now becomes

\[
\frac{dx}{dt} = y + [(1+x)\sin y - y] \text{ and hence}
\]

\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} (1+x)\sin y - y \\ 1 - \cos y \end{pmatrix},
\]

where the coefficient matrix is now nonsingular and

\[ g(x,y) = \begin{pmatrix} (1+x)\sin y - y \\ 1 - \cos y \end{pmatrix} \text{ satisfies Eq.(6)}.
\]

4. In this case the system can be written as

\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} y^2 \\ 0 \end{pmatrix} \text{ and thus } A = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \text{ and }
\]

\[ g = \begin{pmatrix} y^2 \\ 0 \end{pmatrix}. \]

Since \( g(0) = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \) we conclude that \((0,0)\) is a critical point. Following the procedure of Example 1, we let \( x = r\cos \theta \) and \( y = r\sin \theta \) and thus

\[ g_1(x,y)/r = \frac{r^2\sin^2 \theta}{r} \to 0 \text{ as } r \to 0 \]

and thus the system is almost linear. Since \( \det(A-rI) = (r-1)^2 \), we find that the eigenvalues are \( r_1 = r_2 = 1 \). Since the roots are equal, we must determine whether there are one or two eigenvectors to classify the type of critical point. The eigenvectors are determined by

\[
\begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

and hence
there is only one eigenvector $\xi = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$. Thus the critical point for the linear system is an unstable improper node. From Table 9.3.1 we then conclude that the given system, which is almost linear, has a critical point near (0,0) which is either a node or spiral point (depending on how the roots bifurcate) which is unstable.

6a. The critical points are the solutions of $x(1-x-y) = 0$ and $y(3-x-2y) = 0$. Solutions are $x = 0, y = 0; x = 0, 3 - 2y = 0$ which gives $y = 3/2; y = 0$ and $1 - x = 0$ which give $x = 1; and 1 - x - y = 0, 3 - x - 2y = 0$ which give $x = -1, y = 2$. Thus the critical points are (0,0), (0,3/2), (1,0) and (-1,2).

6b. For the critical point (0,0) the D.E. is already in the form of an almost linear system; and the corresponding linear system is $du/dt = u, dv/dt = 3v$ which has the eigenvalues $r_1 = 1$ and $r_2 = 3$. Thus the critical point (0,0) is an unstable node. Each of the other three critical points is dealt with in the same manner; we consider only the critical point (-1,2). In order to translate this critical point to the origin we set $x(t) = -1 + u(t), y(t) = 2 + v(t)$ and substitute in the D.E. to obtain

\[
\frac{du}{dt} = -1 + u - (-1 + u)^2 - (-1 + u)(2 + v) = u + v - u^2 - uv
\]

and

\[
\frac{dv}{dt} = 3(2 + v) - (-1 + u)(2 + v) - 2(2 + v)^2 = -2u - 4v - uv - 2v^2.
\]

Writing this in the form of Eq.(4) we find that

\[
A = \begin{pmatrix} 1 & 1 \\ -2 & -4 \end{pmatrix} \quad \text{and} \quad g = -\begin{pmatrix} u^2 + uv \\ uv + 2v^2 \end{pmatrix}
\]

which is an almost linear system. The eigenvalues of the corresponding linear system are $r = (-3 \pm \sqrt{9 + 8})/2$ and hence the critical point (-1,2), of the original system, is an unstable saddle point.

10a. The critical points are solutions of $x + x^2 + y^2 = 0$ and $y(1-x) = 0$, which yield (0,0) and (-1,0).

10b. For (0,0) the D.E. is already in the form of an almost linear system and thus $du/dt = u$ and $dv/dt = v$. For (-1,0) we let $u = x + 1, v = y$ so that substituting $x = u - 1$ and $y = v$ into the D.E. we obtain $\frac{du}{dt} = -u + u^2 + v^2$ and
\[ \frac{dv}{dt} = 2v - uv. \] Thus the corresponding linear system is

\[ u' = -u \text{ and } v' = -2v. \]

10c. For \((0,0)\) \(A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\) which has \(r_1 = r_2 = 1\), so that \((0,0)\), for the nonlinear system, will be either a node or spiral point, depending on how the roots bifurcate. In any case, since \(r_1 \) and \(r_2 \) are positive, the system will be unstable. For \((-1,0)\) \(A = \begin{pmatrix} -1 & 0 \\ 0 & 2 \end{pmatrix}\) and thus \(r_1 = -1\) and \(r_2 = 2\), and hence the nonlinear system, from Table 9.3.1, has an unstable saddle point at \((-1,0)\).

18a. The system is

\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} 0 \\ 3 \end{pmatrix}
\]

and thus is almost linear using the procedures outlined in the earlier problems. The corresponding linear system has the eigenvalues \(r_1 = 1\), \(r_2 = -2\) and thus \((0,0)\) is an unstable saddle point for both the linear and almost linear systems.

18b. The trajectories of the linear system are the solutions of \(dx/dt = x\) and \(dy/dt = -2y\) and thus \(x(t) = c_1 e^t\) and \(y(t) = c_2 e^{-2t}\). To sketch these, solve the first equation for \(e^t\) and substitute into the second to obtain

\[ y = c_1^2 c_2 / x^2, \quad c_1 \neq 0. \]

Several trajectories are shown in the figure. Since \(x(t) = c_2 e^t\), we must pick \(c_1 = 0\) for \(x \to 0\) and \(t \to \infty\). Thus \(x = 0\), \(y = c_2 e^{-2t}\) (the vertical axis) is the only trajectory for which \(x \to 0\), \(y \to 0\) as \(t \to \infty\).

18c. For \(x \neq 0\) we have \(dy/dx = (dy/dt)/(dx/dt) = (-2y+x^3)/x\). This is a linear equation, and the general solution is \(y = x^3/5 + k/x^2\), where \(k\) is an arbitrary constant. In addition the system of equations has the solution \(x = 0\), \(y = Be^{-2t}\). Any solution with its initial point on the y-axis (\(x=0\)) is given by the latter solution. The trajectories corresponding to these solutions approach
the origin as \( t \to \infty \). The trajectory that passes through the origin and divides the family of curves is given by \( k = 0 \), namely \( y = x^{3/5} \). This trajectory corresponds to the trajectory \( y = 0 \) for the linear problem. Several trajectories are sketched in the figure.

22a.

[Graphs showing different trajectories labeled with \( v = 2 \) and \( v = 5 \).]

22b. From the graphs in part a, we see that \( v_c \) is between \( v = 2 \) and \( v = 5 \). Using several values for \( v \), we estimate \( v_c \approx 4.00 \).

23a.

For \( v = 2 \), the motion is damped oscillatory about \( x = 0 \). For \( v = 5 \), the pendulum swings all the way around once and then is a damped oscillation about \( x = 2\pi \) (after one full rotation). For problem 22, this latter case is not damped, so \( x \) continues to increase, as shown earlier.

27a. Setting \( c = 0 \) in Eq. (10) of Section 9.2 we obtain

\[
\frac{mL^2d^2\theta}{dt^2} + mgL\sin\theta = 0.
\]

Considering \( d\theta/dt \) as a function of \( \theta \) and using the chain rule we have

\[
\frac{d}{dt} \left( \frac{d\theta}{dt} \right) = \frac{d}{d\theta} \left( \frac{d\theta}{dt} \right) \frac{d\theta}{dt} = \frac{1}{2} \frac{d}{d\theta} \left( \frac{d\theta}{dt} \right)^2.
\]

Thus

\[
(1/2)mL^2d[(d\theta/dt)^2]/d\theta = -mgL\sin\theta.
\]

Now integrate both sides from \( \alpha \) to \( \theta \) where \( d\theta/dt = 0 \) at \( \theta = \alpha \):

\[
(1/2)mL^2(d\theta/dt)^2 = mgL(\cos\theta - \cos\alpha).
\]

Thus

\[
(d\theta/dt)^2 = (2gL)(\cos\theta - \cos\alpha).
\]

Since we are releasing the pendulum with zero velocity from a positive angle \( \alpha \),
the angle \( \theta \) will initially be decreasing so \( d\theta/dt < 0 \). If we restrict attention to the range of \( \theta \) from \( \theta = \alpha \) to \( \theta = 0 \), we can assert \( d\theta/dt = -\sqrt{2g/L} \cos \theta - \cos \alpha \).
Solving for \( dt \) gives \( dt = -\frac{L}{2g} \cos \theta - \cos \alpha \).

27b. Since there is no damping, the pendulum will swing from its initial angle \( \alpha \) through 0 to -\( \alpha \), then back through 0 again to the angle \( \alpha \) in one period. It follows that \( \theta(T/4) = 0 \). Integrating the last equation and noting that as \( t \) goes from 0 to \( T/4 \), \( \theta \) goes from \( \alpha \) to 0 yields \( T/4 = -\frac{L}{2g} \int_0^1 \frac{1}{\cos \theta - \cos \alpha} \ d\theta \).

28a. If \( \frac{dx}{dt} = y \), then \( \frac{d^2x}{dt^2} = \frac{dy}{dt} = -g(x) - c(x)y \).

28b. Under the given assumptions we have \( g(x) = g(0) + g'(0)x + g''(\xi_1)x^2/2 \) and \( c(x) = c(0) + c'(\xi_2)x \), where \( 0 < \xi_1, \xi_2 < x \) and \( g(0) = 0 \). Hence \( \frac{dy}{dt} = (-g(0) - g'(0)x) - c(0)y - [g''(\xi_1)x^2/2 - c'(\xi_2)xy] \) and thus the system can be written as
\[
\frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -g'(0) & -c(0) \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} - \begin{pmatrix} 0 \\ -g''(\xi_1)x^2/2 - c'(\xi_2)xy \end{pmatrix},
\]
from which the results follow.
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3b. \( x(1.5 - 0.5x - y) = 0 \) and \( y(2 - y - 1.125x) = 0 \) yield \( (0,0) \), \( (0,2) \) and \( (3,0) \) very easily. The fourth critical point is the intersection of \( 0.5x + y = 1.5 \) and \( 1.125x + y = 2 \), which is \( (.8,1.1) \).

3c. From Eq (5) we get
\[
\frac{d}{dt} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 1.5-x_0-y_0 & -x_0 \\ -1.125y_0 & 2-2y_0-1.125x_0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}.
\]
For \( (0,0) \) we get \( u' = 1.5u \) and \( v' = 2v \), so \( r = 3/2 \) and \( r = 2 \), and thus \( (0,0) \) is an unstable node. For \( (0,2) \) we have \( u' = -0.5u \) and \( v' = -2.25u-2v \), so \( r = -.5 \), -2 and thus \( (0,2) \) is an asymptotically stable node. For \( (3,0) \) we get \( u' = -1.5u-3v \) and \( v' = -1.375v \), so \( r = -1.5, -1.375 \) and hence \( (3,0) \) is an asymptotically stable node. For \( (.8,1.1) \) we have \( u' = -0.4u - 0.8v \) and \( v' = -1.2375u - 1.1v \) which give \( r = -1.80475, .30475 \) and thus \( (.8,1.1) \) is an unstable saddle point.
3e. The critical points are found by setting \( \frac{dx}{dt} = 0 \) and \( \frac{dy}{dt} = 0 \) and thus we need to solve \( x(1 - x - y) = 0 \) and \( y(1.5 - y - x) = 0 \). The first yields \( x = 0 \) or \( y = 1 - x \) and the second yields \( y = 0 \) or \( y = 1.5 - x \). Thus \( (0,0), (0,3/2) \) and \( (1,0) \) are the only critical points since the two straight lines do not intersect in the first quadrant (or anywhere in this case). This is an example of one of the cases shown in Figure 9.4.5 a or b.

5b. The critical points are found by setting \( \frac{dx}{dt} = 0 \) and \( \frac{dy}{dt} = 0 \) and thus we need to solve \( x(1 - x + y/2) = 0 \) and \( y(5/2 - 3y/2 + x/4) = 0 \). The first yields \( x = 0 \) or \( y = 2x - 2 \) and the second yields \( y = 0 \) or \( y = x/6 + 5/3 \). Thus we find the critical points \( (0,0), (1,0), (0,5/3) \) and \( (2,2) \). The last point is the intersection of the two straight lines, which will be used again in part d.

6b. The critical points are found by setting \( \frac{dx}{dt} = 0 \) and \( \frac{dy}{dt} = 0 \) and thus we need to solve \( x(1-x + y/2) = 0 \) and \( y(5/2 - 3y/2 + x/4) = 0 \). The first yields \( x = 0 \) or \( y = 2x - 2 \) and the second yields \( y = 0 \) or \( y = x/6 + 5/3 \). Thus we find the critical points \( (0,0), (1,0), (0,5/3) \) and \( (2,2) \). The last point is the intersection of the two straight lines, which will be used again in part d.

6c. For \( (0,0) \) the linearized system is \( x' = x \) and \( y' = 5y/2 \), which has the eigenvalues \( r_1 = 1 \) and \( r_2 = 5/2 \). Thus the origin is an unstable node. For \( (2,2) \) we let \( x = u + 2 \) and \( y = v + 2 \) in the given system to find (since \( x' = u' \) and \( y' = v' \)) that 

\[
\frac{du}{dt} = (u+2)[1 - (u+2) + (v+2)/2] = (u+2)(-u+v/2) \quad \text{and} \quad \\
\frac{dv}{dt} = (v+2)[5/2 - 3(v+2)/2 + (u+2)/4] = (v+2)(u/4 - 3v/2).
\]

Hence the linearized equations are 

\[
\begin{pmatrix}
\mathbf{u}' \\
\mathbf{v}'
\end{pmatrix} = 
\begin{pmatrix}
-2 & 1 \\
1/2 & -3
\end{pmatrix}
\begin{pmatrix}
\mathbf{u} \\
\mathbf{v}
\end{pmatrix}
\]

which has the eigenvalues \( r_{1,2} = (-5 \pm \sqrt{3})/2 \). Since these are both negative we conclude that \( (2,2) \) is an asymptotically stable node. In a similar fashion for
we let $x = u + 1$ and $y = v$ to obtain the linearized system
\[
\begin{pmatrix}
u \\ v
\end{pmatrix}' = \begin{pmatrix} -1 & 1/2 \\ 0 & 11/4 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}.
\]
This has $r_1 = -1$ and $r_2 = 11/4$ as eigenvalues and thus $(1,0)$ is an unstable saddle point. Likewise, for $(0,5/3)$ we let $x = u$, $y = v + 5/3$ to find the corresponding linear system. Thus $r_1 = 11/6$ and $r_2 = -5/2$ and thus $(0,5/3)$ is an unstable saddle point.

6d. To sketch the required trajectories, we must find the eigenvectors for each of the linearized systems and then analyze the behavior of the linear solution near the critical point. Using this approach we find that the solution near $(0,0)$ has the form
\[
\begin{pmatrix} x \\ y \end{pmatrix} = c_1 \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{1.37t} + c_2 \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{5t/2}
\]
and thus the origin is approached only for large negative values of $t$. In this case $e^{1.37t}$ dominates $e^{5t/2}$ and hence in the neighborhood of the origin all trajectories are tangent to the x-axis except for one pair ($c_1 = 0$) that lies along the y-axis.

For $(2,2)$ we find the eigenvector corresponding to $r = (-5 + \sqrt{3})/2 = -1.63$ is given by $(1-\sqrt{3})\xi_1/2 + \xi_2 = 0$
and thus \( \begin{pmatrix} 1 \\ (\sqrt{3}-1)/2 \end{pmatrix} = \begin{pmatrix} 1 \\ .37 \end{pmatrix} \) is one eigenvector. For $r = (-5 - \sqrt{3})/2 = -3.37$ we have $(1 + \sqrt{3})\xi_1/2 + \xi_2 = 0$ and thus \( \begin{pmatrix} 1 \\ -(\sqrt{3}+1)/2 \end{pmatrix} = \begin{pmatrix} 1 \\ -1.37 \end{pmatrix} \) is the second eigenvector.

Hence the linearized solution is
\[
\begin{pmatrix} u \\ v \end{pmatrix} = c_1 \begin{pmatrix} 1 \\ .37 \end{pmatrix} e^{-1.63t} + c_2 \begin{pmatrix} 1 \\ -1.37 \end{pmatrix} e^{-3.37t}.
\]
For large positive values of $t$ the first term is the dominant one and thus we conclude that all trajectories but two approach $(2,2)$ tangent to the straight line with slope .37. If $c_1 = 0$, we see that there are exactly two ($c_2 > 0$ and $c_2 < 0$) trajectories that lie on the straight line with slope -1.37.

In similar fashion, we find the linearized solutions near $(1,0)$ and $(0,5/3)$ to be, respectively,
\[
\begin{align*}
\begin{bmatrix} u \\ v \end{bmatrix} &= c_1 \begin{bmatrix} 1 \\ 0 \end{bmatrix} e^{-t} + c_2 \begin{bmatrix} 1 \\ 15/2 \end{bmatrix} e^{11t/4} \\
\end{align*}
\]

and

\[
\begin{align*}
\begin{bmatrix} u \\ v \end{bmatrix} &= c_1 \begin{bmatrix} 0 \\ 1 \end{bmatrix} e^{-5t/2} + c_2 \begin{bmatrix} 1 \\ 5/52 \end{bmatrix} e^{11t/6},
\end{align*}
\]

which, along with the above analysis, yields the sketch shown.

6e. From the above sketch, it appears that \((x, y) \to (2, 2)\) as \(t \to \infty\) as long as \((x, y)\) starts in the first quadrant. To ascertain this, we need to prove that \(x\) and \(y\) cannot become unbounded as \(t \to \infty\). From the given system, we can observe that, since \(x > 0\) and \(y > 0\), that \(dx/dt\) and \(dy/dt\) have the same sign as the quantities \(1 - x + y/2\) and \(5/2 - 3y/2 + x/4\) respectively. If we set these quantities equal to zero we get the straight lines \(y = 2x - 2\) and \(y = x/6 + 5/3\), which divide the first quadrant into the four sectors shown. The signs of \(x'\) and \(y'\) are indicated, from which it can be concluded that \(x\) and \(y\) must remain bounded [and in fact approach \((2, 2)\)] as \(t \to \infty\). The discussion leading up to Fig. 9.4.4 is also useful here.

8a. Setting the right sides of the equations equal to zero gives the critical points \((0, 0)\), \((0, \varepsilon_2/\sigma_2)\), \((\varepsilon_1/\sigma_1, 0)\), and possibly 

\[
([\varepsilon_2 \sigma_1 - \varepsilon_2 \alpha_2]/[\sigma_1 \sigma_2 - \alpha_1 \alpha_2], [\varepsilon_2 \sigma_1 - \varepsilon_1 \alpha_2]/[\sigma_1 \sigma_2 - \alpha_1 \alpha_2]).
\]

(The last point can be obtained from Eq. (36) also). The conditions \(\varepsilon_2/\alpha_2 > \varepsilon_1/\sigma_1\) and \(\varepsilon_2/\sigma_2 > \varepsilon_1/\alpha_1\) imply that \(\varepsilon_2 \sigma_1 - \varepsilon_2 \alpha_2 > 0\) and \(\varepsilon_1 \sigma_2 - \varepsilon_2 \alpha_1 < 0\). Thus either the \(x\) coordinate or the \(y\) coordinate of the last critical point is negative so a mixed state is not possible. The linearized system for \((0, 0)\) is \(x' = \varepsilon_1 x\) and \(y' = \varepsilon_2 y\) and thus \((0, 0)\) is an unstable equilibrium point. Similarly, it can be shown [by linearizing the given system or by using Eq. (35)] that \((0, \varepsilon_2/\sigma_2)\) is an asymptotically stable critical point and that \((\varepsilon_1/\sigma_1, 0)\) is an unstable critical point. Thus the fish represented by \(y\) (red ear) survive.
8b. The conditions \( \varepsilon_1/\sigma_1 > \varepsilon_2/\alpha_2 \) and \( \varepsilon_1/\alpha_1 > \varepsilon_2/\sigma_2 \) imply that \( \varepsilon_2\sigma_1 - \varepsilon_1\alpha_2 < 0 \) and \( \varepsilon_1\sigma_2 - \varepsilon_2\alpha_1 > 0 \) so again one of the coordinates of the fourth point in 8a. is negative and hence a mixed state is not possible. An analysis similar to that in part(a) shows that \((0,0)\) and \((0,\varepsilon_2/\sigma_2)\) are unstable while \((\varepsilon_1/\sigma_1,0)\) is stable. Hence the bluegill (represented by x) survive in this case.

9a. \( x' = \varepsilon_1 x (1 - \frac{\sigma_1}{\varepsilon_1} x - \frac{\alpha_1}{\varepsilon_1} y) = \varepsilon_1 x (1 - \frac{1}{B} x - \frac{\gamma_1}{B} y) \)
\( y' = \varepsilon_2 y (1 - \frac{\sigma_2}{\varepsilon_2} y - \frac{\alpha_2}{\varepsilon_2} x) = \varepsilon_2 y (1 - \frac{1}{R} y - \frac{\gamma_2}{R} x). \) The coexistence equilibrium point is given by \( \frac{1}{B} x + \frac{\gamma_1}{B} y = 1 \) and \( \frac{1}{R} y + \frac{\gamma_2}{R} x = 1. \) Solving these (using determinants) yields
\( X = (B - \gamma_1 R)/(1 - \gamma_1 \gamma_2) \) and \( Y = (R - \gamma_2 B)/(1 - \gamma_1 \gamma_2). \)

9b. If \( B \) is reduced, it is clear from the answer to part(a) that \( X \) is reduced and \( Y \) is increased. To determine whether the bluegill will die out, we give an intuitive argument which can be confirmed by doing the analysis. Note that \( B/\gamma_1 = \varepsilon_1/\alpha_1 > \varepsilon_2/\sigma_2 = R \) and \( R/\gamma_2 = \varepsilon_2/\alpha_2 > \varepsilon_1/\sigma_1 = B \) so that the graph of the lines \( 1 - x/B - \gamma_1 y/B = 0 \) and \( 1 - y/R - \gamma_2 x/R = 0 \) must appear as indicated in the figure, where critical points are indicated by heavy dots. As \( B \) is decreased, \( X \) decreases, \( Y \) increases (as indicated above) and the point of intersection moves closer to \((0,R)\). If \( B/\gamma_1 < R \) coexistence is not possible, and the only critical points are \((0,0),(0,R)\) and \((B,0)\). It can be shown that \((0,0)\) and \((B,0)\) are unstable and \((0,R)\) is asymptotically stable. Hence we conclude, when coexistence is no longer possible, that \( x \to 0 \) and \( y \to R \) and thus the bluegill population will die out.

12a. Setting each equation equal to zero, we obtain \( x = 0 \) or \( (4 - x - y) = 0 \) and \( y = 0 \) or \( (2 + 2\alpha - y - \alpha x) = 0 \). Thus we have \((0,0),(4,0),(0,2 + 2\alpha),\) and the intersection of \( x + y = 4 \) and \( \alpha x + y = 2 + 2\alpha \). If \( \alpha \neq 1 \), this yields \((2,2)\) as the fourth critical point.
12b. For $\alpha = .75$ the linear system is
\[
\begin{pmatrix}
u' \\
v
\end{pmatrix} = \begin{pmatrix}
-2 & -2 \\
1.5 & -2
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix}
\]
has the characteristic equation $r^2 + 4r + 1 = 0$ so that
\[r = -2 \pm \sqrt{3}.
\]Thus the critical point is an asymptotically stable node. For $\alpha = 1.25$, we have
\[
\begin{pmatrix}
u' \\
v
\end{pmatrix} = \begin{pmatrix}
-2 & -2 \\
-2.5 & -2
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix},
\]
or $r^2 + 4r - 1 = 0$ and $r = -2 \pm \sqrt{5}$. Thus $(2,2)$ is an unstable saddle point.

12c. Letting $x = u+2$ and $y = v+2$ yields
\[
\begin{align*}
u' &= (u+2)(4 - u-2 - v-2) = -2u - 2v - u^2 - uv \\
v' &= (v+2)(2 + 2\alpha - v-2 - \alpha u - 2\alpha) = -2\alpha u - 2v - v^2 - \alpha uv.
\end{align*}
\]Thus the approximate linear system is $u' = -2u - 2v$ and $v' = -2\alpha u - 2v$.

12d. The eigenvalues are given by
\[
\begin{vmatrix}
-2 - r & -2 \\
-2\alpha & -2 - r
\end{vmatrix} = r^2 + 4r + 4 - 4\alpha = 0, \text{ or } r = -2 \pm 2\sqrt{\alpha}.
\]Thus for $0 < \alpha < 1$ there are 2 negative real roots (asymptotically stable node) and for $\alpha > 1$ the real roots differ in sign, yielding an unstable saddle point. $\alpha = 1$ is the bifurcation point.
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3b. We have $x = 0$ or $(1 - .5x - .5y) = 0$ and $y = 0$ or $(-.25 + .5x) = 0$ and thus we have three critical points: $(0,0)$, $(2,0)$ and $(1/2,3/2)$.

3c. For $(0,0)$ the linear system is $dx/dt = x$ and $dy/dt = -.25y$ and hence $A = \begin{pmatrix} 1 & 0 \\
0 & -1/4 \end{pmatrix}$ which has eigenvalues $r_1 = 1$ and $r_2 = -1/4$ and corresponding eigenvectors $\begin{pmatrix} 1 \\
0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\
1 \end{pmatrix}$. Thus $(0,0)$ is an unstable saddle point.

For $(2,0)$, we let $x = 2 + u$ and $y = v$ in the given equations and obtain $\frac{du}{dt} = -(u+v) - \frac{1}{2}u(u+v)$ and $\frac{dv}{dt} = \frac{3}{4}v + \frac{1}{2}uv$. The linear portion of this has matrix
Thus \((2,0)\) is also an unstable saddle point. For \(\left(\frac{1}{2}, \frac{3}{2}\right)\) we let \(x = 1/2 + u\) and \(y = 3/2 + v\) in the given equations, which yields 
\[
\frac{du}{dt} = -\frac{1}{4}u - \frac{1}{4}v, \quad \frac{dv}{dt} = \frac{3}{4}u
\]
as the linear portion. Thus 
\[
A = \begin{pmatrix}
-1 & -1 \\
0 & 3/4
\end{pmatrix}
\] has eigenvalues \(r_1, r_2 = -1, 3/4\) and corresponding eigenvectors \(\begin{pmatrix}1 \\ 0 \end{pmatrix}\) and \(\begin{pmatrix}-4 \\ 7 \end{pmatrix}\). Thus \(A\) is asymptotically stable since the eigenvalues are complex with negative real part. Using \(r_1 = (-1 + \sqrt{11}i)/8\) we find that one eigenvector is 
\[
\begin{pmatrix}-2 \\
1 + \sqrt{11}i
\end{pmatrix}
\] and by Section 7.6 the second eigenvector is 
\[
\begin{pmatrix}-2 \\
1 - \sqrt{11}i
\end{pmatrix}.
\]

3e. For \((x, y)\) above the line \(x + y = 2\) we see that \(x' < 0\) and thus \(x\) must remain bounded. For \((x, y)\) to the right of \(x = 1/2, y' > 0\) so it appears that \(y\) could grow large asymptotic to \(x = \text{constant}\). However, this implies a contradiction \((x = \text{constant} \implies x' = 0, \text{but as } y \text{ gets larger, } x' \text{ gets increasingly negative})\) and hence we conclude \(y\) must remain bounded and hence \((x, y) \to (1/2, 3/2)\) as \(t \to \infty\), again assuming they start in the first quadrant.
7a. The amplitude ratio is \( \frac{cK}{\gamma acK} = \frac{\alpha\gamma c}{\gamma a} \).

7b. From Eq (2) \( \alpha = 0.5, a = 1, \gamma = 0.25 \) and \( c = 0.75 \), so the ratio is \( \frac{0.5\gamma \cdot 0.75}{0.25/1} = 2\sqrt{0.75} = \sqrt{3} = 1.732 \).

7c. A rough measurement of the amplitudes is \( \frac{(6.1 - 1)/2 = 3}{(3.8 - .9)/2 = 1.45} \) and thus the ratio is approximately 1.76. In this case the linear approximation is a good predictor.

11. The presence of a trapping company actually would require a modification of the equations, either by altering the coefficients or by including nonhomogeneous terms on the right sides of the D.E. The effects of indiscriminate trapping could decrease the populations of both rabbits and fox significantly or decrease the fox population which could possibly lead to a large increase in the rabbit population. Over the long run it makes sense for a trapping company to operate in such a way that a consistent supply of pelts is available and to disturb the predator-prey system as little as possible. Thus, the company should trap fox only when their population is increasing, trap rabbits only when their population is increasing, trap rabbits and fox only during the time when both their populations are increasing, and trap neither during the time both their populations are decreasing. In this way the trapping company can have a moderating effect on the population fluctuations, keeping the trajectory close to the center.

13. The critical points of the system are the solutions of the algebraic equations \( x(a - \sigma x - \alpha y) = 0 \), and \( y(-c + \gamma x) = 0 \). The critical points are \( x = 0, y = 0 \); \( x = a/\sigma \), \( y = 0 \); and \( x = c/\gamma \), \( y = a/\alpha - c\sigma/\alpha\gamma = \sigma A/\alpha \) where \( A = a/\sigma - c/\gamma > 0 \).

To study the critical point \((0,0)\) we discard the nonlinear terms in the system of D.E. to obtain the corresponding linear system \( dx/dt = ax \), \( dy/dt = -cy \). The characteristic equation is \( r^2 - (a+c)r - ac = 0 \) so \( r_1 = a, r_2 = -c \). Thus the critical point \((0,0)\) is an unstable saddle point.

To study the critical point \((a/\sigma,0)\) we let \( x = (a/\sigma) + u \), \( y = 0 + v \) and substitute in the D.E. to obtain the almost linear system \( du/dt = -au - (a\alpha/\sigma)v - \sigma u^2 - \alpha uv \), \( dv/dt = \gamma Av + \gamma uv \). The corresponding linear system is \( du/dt = -au - (a\alpha/\sigma)v \), \( dv/dt = \gamma Av \). The characteristic equation is \( r^2 + (a - \gamma A)r - a\gamma A = 0 \) so \( r_1 = -a, r_2 = \gamma A \).
Thus the critical point \((a/\sigma, 0)\) is an unstable saddle point.

To study the critical point \((c/\gamma, \sigma\alpha/\alpha)\) we let \(x = (c/\gamma) + u, y = (\sigma\alpha/\alpha) + v\) and substitute in the D.E. to obtain the almost linear system

\[
\begin{align*}
\frac{du}{dt} &= -(c/\gamma)u - (ac/\gamma)v - \sigma u^2 - \alpha uv \\
\frac{dv}{dt} &= (\sigma\alpha\gamma/\alpha)u + \gamma uv
\end{align*}
\]

The corresponding linear system is

\[
\begin{align*}
\frac{du}{dt} &= -(c/\gamma)u - (ac/\gamma)v \\
\frac{dv}{dt} &= (\sigma\alpha\gamma/\alpha)u
\end{align*}
\]

The characteristic equation is \(r^2 + (c/\gamma)r + c/\gamma = 0\), so \(r_1, r_2 = \frac{-c/\gamma \pm \sqrt{(c/\gamma)^2 - 4c/\gamma}}{2}\). Thus, depending on the sign of the discriminant we have that \((c/\gamma, \sigma\alpha/\alpha)\) is either an asymptotically stable spiral point or an asymptotically stable node. Thus for nonzero initial data \((x, y) \to (c/\gamma, \sigma\alpha/\alpha)\) as \(t \to \infty\).

---
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1. Assuming that \(V(x, y) = ax^2 + cy^2\) we find \(V_x(x, y) = 2ax, V_y = 2cy\) and thus Eq. (7) yields \(V(x, y) = 2ax(-x^3 + xy^2) + 2cy(-2x^2y - y^3) = -[2ax^4 + 2(2c-a)x^2y^2 + 2cy^4]\). If we choose \(a\) and \(c\) to be any positive real numbers with \(2c > a\), then \(V\) is a negative definite. Also, \(V\) is positive definite by Theorem 9.6.4. Thus by Theorem 9.6.1 the origin is an asymptotically stable critical point.

3. Assuming the same form for \(V(x, y)\) as in Problem 1, we have

\[
V(x, y) = 2ax(-x^3 + 2y^3) + 2cy(-2xy^2) = -2ax^4 + 4(a-c)xy^3.
\]

If we choose \(a = c > 0\), then \(V(x, y) = -2ax^4 \leq 0\) in any neighborhood containing the origin and thus \(V\) is negative semidefinite and \(V\) is positive definite. Theorem 9.6.1 then concludes that the origin is a stable critical point. Note that the origin may still be asymptotically stable, however, the \(V(x, y)\) used here is not sufficient to prove that.

6a. The correct system is \(\frac{dx}{dt} = y\) and \(\frac{dy}{dt} = -g(x)\). Since \(g(0) = 0\), we conclude that \((0, 0)\) is a critical point.
6b. From the given conditions, the graph of \( g \) must be positive for \( 0 < x < k \) and negative for \(-k < x < 0\). Thus if \( 0 < x < k \) then \( \int_0^x g(s) \, ds > 0 \), if \(-k < x < 0 \) then \( \int_0^x g(s) \, ds = -\int_x^0 g(s) \, ds > 0 \).

Since \( V(0,0) = 0 \) it follows that \( V(x,y) = y^2/2 + \int_0^x g(s) \, ds \)
is positive definite for \(-k < x < k\), \(-\infty < y < \infty\). Next, we have \( V(x,y) = V_x \frac{dx}{dt} + V_y \frac{dy}{dt} = g(x)y + y[-g(x)] = 0 \).

Since \( V(x,y) \) is never positive, we may conclude that it is negative semidefinite and hence by Theorem 9.6.1 (0,0) is at least a stable critical point.

7b. \( V \) is positive definite by Theorem 9.6.4. Since \( V_x(x,y) = 2x, \ V_y(x,y) = 2y \), we obtain
\[
V(x,y) = 2xy - 2y^2 - 2ysinx = 2y[-y + (x - sinx)] . 
\]
If \( x < 0 \), then \( V(x,y) < 0 \) for all \( y > 0 \). If \( x > 0 \), choose \( y \) so that \( 0 < y < x - sinx \). Then \( V(x,y) > 0 \). Hence \( V \) is not a Liapunov function.

7c. Since \( V(0,0) = 0, 1 - cosx > 0 \) for \( 0 < |x| < 2\pi \) and \( y^2 > 0 \) for \( y \neq 0 \), it follows that \( V(x,y) \) is positive definite in a neighborhood of the origin. Next \( V_x(x,y) = sinx, \ V_y(x,y) = y \), so
\[
V(x,y) = (sinx)(y) + y(-y - sinx) = -y^2 . 
\]
Hence \( V \) is negative semidefinite and (0,0) is a stable critical point by Theorem 9.6.1.

7d. \( V(x,y) = (x+y)^2/2 + x^2 + y^2/2 = 3x^2/2 + xy + y^2 \) is positive definite by Theorem 9.6.4. Next \( V_x(x,y) = 3x + y, \ V_y(x,y) = x + 2y \) so
\[
V(x,y) = (3x+y)y - (x+2y)(y+sinx) \\
= 2xy - y^2 - (x+2y)sinx \\
= 2xy - y^2 - (x+2y)(x - \alpha x^3/6) \\
= -x^2 - y^2 + \alpha(x+2y)x^3/6 \\
= -r^2 + \alpha r^4 (cos\theta + 2sin\theta)(cos^3\theta)/6 < -r^2 + r^4/2 \\
= -r^2(1-r^2/2) . 
\]
Thus \( V \) is negative definite for \( r < \sqrt{2} \). From Theorem 9.6.1 it follows that the origin is an asymptotically stable critical point.
8. Let \( x = u \) and \( y = \frac{du}{dt} \) to obtain the system \( \frac{dx}{dt} = y \) and \( \frac{dy}{dt} = -c(x)y - g(x) \). Now consider
\( V(x,y) = \frac{y^2}{2} + \int_0^x g(s) \, ds, \) which yields
\[ V = g(x)y + y[-c(x)y - g(x)] = -y^2c(x). \]

10b. Since \( V_x(x,y) = 2Ax + By, \) \( V_y(x,y) = Bx + 2Cy, \) we have
\[ V(x,y) = (2Ax + By)(a_{11}x + a_{12}y) + (Bx + 2Cy)(a_{21}x + a_{22}y) = (2Aa_{11} + Ba_{21})x^2 + [2(Aa_{12} + Ca_{21}) + B(a_{11}a_{22} - a_{12}a_{21})]xy + (2Ca_{22} + Ba_{12})y^2. \] We choose \( A, B, \) and \( C \) so that
\( 2Aa_{11} + Ba_{21} = -1, \) \( 2(Aa_{12} + Ca_{21}) + B(a_{11}a_{22} - a_{12}a_{21}) = 0, \) and \( 2Ca_{22} + Ba_{12} = -1. \) The first and third equations give us \( A \) and \( C \) in terms of \( B, \) respectively. We substitute in the second equation to find \( B \) and then calculate \( A \) and \( C. \) The result is given in the text.

10c. Since \( a_{11}a_{22} - a_{12}a_{21} > 0 \) and \( a_{11} + a_{22} < 0, \) we see that \( \Delta < 0 \) and so \( \Delta > 0. \) Using the expressions for \( A, B, \) and \( C \) found in part (b) we obtain
\[ (4AC - B^2)\Delta^2 = \left[ a_{11}^2 + a_{21}^2 + (a_{11}a_{22} - a_{12}a_{21}) \right] \left[ a_{12}^2 + (a_{11}a_{22} - a_{12}a_{21}) \right] - (a_{12}a_{11} + a_{11}a_{12})^2 \]
\[ = (a_{11}^2 + a_{12}^2 + a_{21}^2 + a_{22}^2)(a_{11}a_{22} - a_{12}a_{21}) + (a_{11}^2 + a_{12}^2)(a_{21}^2 + a_{22}^2) + (a_{11}a_{22} - a_{12}a_{21})^2 - (a_{12}a_{22} + a_{11}a_{21})^2 \]
\[ = (a_{11}^2 + a_{12}^2 + a_{21}^2 + a_{22}^2)(a_{11}a_{22} - a_{12}a_{21}) + 2(a_{11}a_{22} - a_{12}a_{21})^2. \]
Since \( a_{11}a_{22} - a_{12}a_{21} > 0 \) it follows that \( 4AC - B^2 > 0. \)

11a. For \( V(x,y) = Ax^2 + Bxy + Cy^2 \) we have
\[ V = (2Ax + By)(a_{11}x + a_{12}y + F_1(x,y)) + (Bx + 2Cy)(a_{21}x + a_{22}y + G_1(x,y)) = (2Ax + By)(a_{11}x + a_{12}y) + (Bx + 2Cy)(a_{21}x + a_{22}y) + (2Ax + By)F_1(x,y) + (Bx + 2Cy)G_1(x,y), \]
if \( A, B, \) and \( C \) are chosen as in Problem 10.

11b. Substituting \( x = r\cos \theta, y = r\sin \theta \) we find that
\[ V[x(r,\theta), y(r,\theta)] = -r^2 + r(2A\cos \theta + B\sin \theta)F_1[x(r,\theta), y(r,\theta)] + r(B\cos \theta + 2C\sin \theta)G_1[x(r,\theta), y(r,\theta)]. \] Now we make use of the facts that (1) there exists an \( M \) such that
\( |2A| \leq M, \) \( |B| \leq M, \) and \( |2C| \leq M; \) and (2) given any
\( \varepsilon > 0 \) there exists a circle \( r = R \) such that
\[ |F_1(x,y)| < \varepsilon R \] and \[ |G_1(x,y)| < \varepsilon R \] for \( 0 \leq r < R. \) We have
\[ |2A\cos \theta + B\sin \theta| \leq 2M \] and \( |B\cos \theta + 2C\sin \theta| \leq 2M. \) Hence
\[ V[x(r,\theta), y(r,\theta)] \leq -r^2 + 2Mr(\varepsilon R) + 2Mr(\varepsilon R) = -r^2(1 - 4M\varepsilon). \]
If we choose $\varepsilon = M/8$ we obtain $V[x(r,\theta), y(r,\theta)] \leq -r^2/2$

for $0 \leq r < R$. Hence $V$ is negative definite in $0 \leq r < R$

and from Problem 10c $V$ is positive definite and thus $V$ is

a Liapunov function for the almost linear system.
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1. Note that $r = 1, \theta = t + t_0$ satisfy the two equations for

all $t$ and is thus a periodic solution. If $r < 1$, then

dr/dt > 0, and the direction of motion on a trajectory is

outward. If $r > 1$, then the direction of motion is

inward. It follows that the periodic solution $r = 1, \theta = t + t_0$
is stable limit cycle.

2. $r = 1, \theta = -t + t_0$ is a periodic solution. If $r < 1,$

then dr/dt > 0, and the direction of motion on a

trajectory is outward. If $r > 1$, the dr/dt > 0, and the

direction of motion is still outward. It follows that

the solution $r = 1, \theta = -t + t_0$ is a semistable limit

cycle.

4. $r = 1, \theta = -t + t_0$ and $r = 2, \theta = -t + t_0$ are periodic

solutions. If $r < 1$, then dr/dt < 0, and the direction

of motion on a trajectory is inward. If $1 < r < 2$, then

dr/dt > 0, and the direction of motion is outward.

Similarly, if $r > 2$, the direction of motion is inward.

It follows that the periodic solution $r = 1, \theta = -t + t_0$
is unstable and the periodic solution $r = 2, \theta = -t + t_0$
is a stable limit cycle.

7. Differentiating $x$ and $y$ with respect to $t$ we find that

$dx/dt = (dr/dt)\cos\theta - (r\sin\theta)d\theta/dt$ and

dy/dt = (dr/dt)\sin\theta + (r\cos\theta)d\theta/dt$. Hence

$ydx/dt - xdy/dt = (r\sin\theta\cos\theta)dr/dt - (r^2\sin^2\theta)d\theta/dt -

(r\cos\theta\sin\theta)dr/dt - (r^2\cos\theta)d\theta/dt$

$= -r^2d\theta/dt$.

8a. Multiplying the first equation by $x$ and the second by $y$

and adding yields $xdx/dt + ydy/dt = (x^2+y^2)f(r)/r$, or

$rdr/dt = rf(r)$, as in the derivation of Eq. (8), and thus

dr/dt = f(r)$. To obtain an equation for $\theta$ multiply the

first equation by $y$, the second by $x$ and subtract to

obtain $ydx/dt - xdy/dt = -x^2-y^2$, or $-r^2d\theta/dt = -r^2$, using

the results of Problem 7. Thus $d\theta/dt = 1$. It follows

that periodic solutions are given by $r = c, \theta = t + t_0$

where $f(c) = 0$. Since $\theta = t + t_0$, the motion is

counterclockwise.
8b. First note that \( f(r) = r(r-2)^2(r-3)(r-1) \). Thus \( r = 1, \quad \theta = t + t_0 \); \( r = 2, \quad \theta = t + t_0 \); and \( r = 3, \quad \theta = t + t_0 \) are periodic solutions. If \( r < 1 \), then \( \frac{dr}{dt} > 0 \), and the direction of motion on a trajectory is outward. If \( 1 < r < 2 \), then \( \frac{dr}{dt} < 0 \) and the direction of motion is inward. Thus the periodic solution \( r = 1, \quad \theta = t + t_0 \) is a stable limit cycle. If \( 2 < r < 3 \), then \( \frac{dr}{dt} < 0 \), and the direction of motion is inward. Thus the periodic solution \( r = 2, \quad \theta = t + t_0 \) is a semistable limit cycle. If \( r > 3 \), then \( \frac{dr}{dt} > 0 \), and the direction of motion is outward. Thus the periodic solution \( r = 3, \quad \theta = t + t_0 \) is unstable.

9. Setting \( x = r \cos \theta, \quad y = r \sin \theta \) and using the techniques of Problem 8 the equations transform to \( \frac{dr}{dt} = r^2 - 2, \quad \frac{d\theta}{dt} = -1 \). This system has a periodic solution \( r = \sqrt{2}, \quad \theta = -t + t_0 \). If \( r < \sqrt{2} \), then \( \frac{dr}{dt} < 0 \), and the direction of motion along a trajectory is inward. If \( r > \sqrt{2} \), then \( \frac{dr}{dt} > 0 \), and the direction of motion is outward. Thus the periodic solution \( r = \sqrt{2}, \quad \theta = -t + t_0 \) is unstable.

11. If \( F(x,y) = x+y+x^2-y^2, \quad G(x,y) = -x+2y+x^2y+y^3/3 \), then \( F_x(x,y) + G_y(x,y) = 1+3x^2+2x^2+y^2 = 3+4x^2+y^2. \) Since the conditions of Theorem 9.7.2 are satisfied for all \( x \) and \( y \), and since \( F_x + G_y > 0 \) for all \( x \) and \( y \), it follows that the system has no periodic nonconstant solution.

13. Since \( x = \phi(t), \quad y = \psi(t) \) is a solution of Eqs.(15), we have \( \frac{d\phi}{dt} = F(\phi(t),\psi(t)), \quad \frac{d\psi}{dt} = G(\phi(t),\psi(t)) \). Hence on the curve \( C \), \( F(x,y)dy - G(x,y)dx = \phi'(t)\psi'(t)dt - \psi'(t)\phi'(t)dt = 0. \) It follows that the line integral around \( C \) is zero. However, if \( F_x + G_y \) has the same sign throughout \( D \), then the double integral cannot be zero. This gives a contradiction. Thus either the solution of Eqs.(15) is not periodic or if it is, it cannot lie entirely in \( D \).

16a. Setting \( x' = 0 \) and solving for \( y \) yields \( y = x^3/3 - x + k. \) Substituting this into \( y' = 0 \) then gives \( x + .8(x^3/3 - x + k) - .7 = 0 \). Using an equation solver we obtain \( x = 1.1994, \quad y = -.62426 \) for \( k = 0 \) and \( x = .80485, \quad y = -.13106 \) for \( k = .5 \). To determine the type of critical points these are, we use Eq.(13) of Section 9.3 to find the
linear coefficient matrix to be \( A = \begin{pmatrix} 3(1-x_c^2) & 3 \\ -1/3 & -0.8/3 \end{pmatrix} \), where \( x_c \) is the critical point. For \( x_c = 1.1994 \) we obtain complex conjugate eigenvalues with a negative real part, and therefore \( k = 0 \) yields an asymptotically stable spiral point. For \( x_c = 0.80485 \) the eigenvalues are also complex conjugates, but with positive real parts, so \( k = 0.5 \) yields an unstable spiral point.

16b. Letting \( k = 0.1, 0.2, 0.3, 0.4 \) in the cubic equation of part (a) and finding the corresponding eigenvalues from the matrix in part (a), we find that the real part of the eigenvalues change sign between \( k = 0.3 \) and \( k = 0.4 \). Continuing to iterate in this fashion we find that for \( k = 0.3464 \) that the real part of the eigenvalue is \(-0.0002\) while for \( k = 0.3465 \) the real part is \(0.00005\), which indicates \( k_0 = 0.3465 \) is the critical point for which the system changes from stable to unstable.

16d. You must plot the solution for values of \( k \) slightly less than \( k_0 \), found in part (c), to determine whether a limit cycle exists.

---

1a. From Eq (6), \( \lambda = -8/3 \) is clearly one eigenvalue and the other two may be found from \( \lambda^2 + 11\lambda - 10(r-1) = 0 \) using the quadratic formula.

1b. For \( \lambda = \lambda_1 \) we have
\[
\begin{pmatrix}
-10+8/3 & 10 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0 \\
\end{pmatrix},
\]
which requires \( \xi_1 = \xi_2 = 0 \) and \( \xi_3 \) arbitrary and thus \( \xi_1^{(1)} = (0,0,1)^T \).

For \( \lambda = \lambda_3 = (-11 + \alpha)/2 \), where \( \alpha = \sqrt{81+40r} \), we have
\[
\begin{pmatrix}
-10+(11-\alpha)/2 & 10 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 \\
\xi_3 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0 \\
\end{pmatrix}.
\]
The last line implies \( \xi_3 = 0 \) and multiplying the first line by
\[
\frac{-9+\alpha}{2} \text{ we obtain } \begin{pmatrix} (81-\alpha^2)/4 & 10(-9+\alpha)/2 \\ r & (9-\alpha)/2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

Substituting \(\alpha^2 = 81+40r\) we have
\[
\begin{pmatrix} -10r & -10(9-\alpha)/2 \\ r & (9-\alpha)/2 \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
Thus \(\xi^{(3)} = \begin{pmatrix} 9 - \sqrt{81+40r} \\ -2r \\ 0 \end{pmatrix}\), which is proportional to the answer given in the text. Similar calculations give \(\xi^{(2)}\).

1c. Simply substitute \(r = 28\) into the answers in parts (a) and (b).

2a. The calculations are somewhat simplified if you let \(x = \beta + u, \ y = \beta + v, \ \text{and} \ z = (r-1)+w, \ \text{where} \ \beta = \sqrt[3]{8(r-1)/3}\). An alternate approach is to extend Eq.(13) of Section 9.3, which is:
\[
\begin{pmatrix} u \\ v \\ w \end{pmatrix}' = \begin{pmatrix} F_x & F_y & F_z \\ G_x & G_y & G_z \\ H_x & H_y & H_z \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix},
\]
In this example \(F = -10x + 10y, \ G = rx - y - xz\) and \(H = -8z/3 + xy\) and thus
\[
\begin{pmatrix} u' \\ v \\ w \end{pmatrix} = \begin{pmatrix} -10 & 10 & 0 \\ r & -1 & -x_0 \\ y_0 & x_0 & -8/3 \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix},
\]
which is Eq.(8) for \(P_2\) since \(x_0 = y_0 = \sqrt[3]{8(r-1)/3}\).

2b. Eq.(9) is found by evaluating
\[
\begin{vmatrix} -10-\lambda & 10 & 0 \\ 1 & -1-\lambda & -\beta \\ \beta & \beta & -8/3-\lambda \end{vmatrix} = 0.
\]

2c. If \(r = 28\), then Eq.(9) is \(3\lambda^3 + 41\lambda^2 + 304\lambda + 4320 = 0\), which has the roots \(-13.8546 \text{ and } 0.094356 \pm 10.1945i\).

3b. If \(r_1, r_2, r_3\) are the three roots of a cubic polynomial, then the polynomial can be factored as \((x-r_1)(x-r_2)(x-r_3)\). Expanding this and equating to the given polynomial we have \(A = -(r_1r_2+r_3), \ B = r_1r_2 + r_1r_3 + r_2r_3\) and \(C = -r_1r_2r_3\). We are interested in the case when the real part of the complex conjugate roots changes sign. Thus let \(r_2 = \alpha+i\beta\) and \(r_3 = \alpha-i\beta\), which yields \(A = -(r_1 + 2\alpha), \ B = 2\alpha r_1 + \alpha^2 + \beta^2\) and \(C = -r_1(\alpha^2+\beta^2)\). Hence, if \(AB = C\), we have
\[-(r_1 + 2\alpha)(2\alpha r_1 + \alpha^2 + \beta^2) = -r_1(\alpha^2 + \beta^2) \text{ or} \]
\[-2\alpha[r_1^2 + 2\alpha r_1 + (\alpha^2 + \beta^2)] = 0 \text{ or } -2\alpha[(r_1 + \alpha)^2 + \beta^2] = 0. \]

Since the square bracket term is positive, we conclude that if \(AB = C\), then \(\alpha = 0\). That is, the conjugate complex roots are pure imaginary. Note that the converse is also true. That is, if the conjugate complex roots are pure imaginary then \(AB = C\).

3c. Comparing Eq. (9) to that of part b, we have \(A = 41/3\), \(B = 8(r+10)/3\) and \(C = 160(r-1)/3\). Thus \(AB = C\) yields \(r = 470/19\).

4. We have \(V = 2x[\sigma(-x+y)] + 2\sigma y[rx-y-xz] + 2\sigma z[-bz+xy]\)
   \[= -2\sigma x^2 + 2\sigma xy + 2\sigma rxy - 2\sigma y^2 - 2\sigma bz^2\]
   \[= 2\sigma(-[x^2-(r+1)xy+y^2]-bz^2). \]
   For \(r < 1\), the term in the square brackets remains positive for all values of \(x\) and \(y\), by Theorem 9.6.4, and thus \(V\) is negative definite. Thus, by the extension of Theorem 9.6.1 to three equations, we conclude that the origin is an asymptotically stable critical point.

5a. \(V = rx^2 + \sigma y^2 + \sigma(z-2r)^2 = c > 0\) yields \(\frac{dv}{dt} = 2rx[\sigma(-x+y)] + 2\sigma y[rx-y-xz] + 2\sigma(z-2r)(-bz+xy).\) Thus \(V = -2\sigma[rx^2+y^2 + b(z-r^2)] = -2\sigma[rx^2+y^2 + b(z-r^2) - br^2].\)

5b. From the proof of Theorem 9.6.1, we find that we need to show that \(V\), as found in part a, is always negative as it crosses \(V(x,y,z) = c\). (Actually, we need to use the extension of Theorem 9.6.1 to three equations, but the proof is very similar using the vector calculus approach.) From part a we see that

\(V < 0\) if \(rx^2 + y^2 + b(z-r)^2 > br^2\), which holds if \((x,y,z)\) lies outside the ellipsoid \(\frac{x^2}{br} + \frac{y^2}{br^2} + \frac{(z-r)^2}{r^2} = 1. \)

Thus we need to choose \(c\) such that \(V = c\) lies outside Eq. (i). Writing \(V = c\) in the form of Eq. (i) we obtain the ellipsoid \(\frac{x^2}{c/r} + \frac{y^2}{c/\sigma} + \frac{(z-2r)^2}{c/\sigma} = 1. \)

Now let \(M = \max(\sqrt{br}, \sqrt{r}, \sqrt{b}, r)\), then the ellipsoid (i) is contained inside the sphere \(S_1: \frac{x^2}{M^2} + \frac{y^2}{M^2} + \frac{(z-r)^2}{M^2} = 1. \)

Let \(S_2\) be a sphere centered at \((0,0,2r)\) with radius
\( M + r : \frac{x^2}{(M+r)^2} + \frac{y^2}{(M+r)^2} + \frac{(z-2r)}{(M+r)^2} = 1 \), then \( S_1 \) is contained in \( S_2 \). Thus, if we choose \( c \), in Eq.(ii), such that \( \frac{c}{r} > (M+r)^2 \) and \( \frac{c}{r} > (M+r)^2 \), then \( V < 0 \) as the trajectory crosses \( V(x,y,z) = c \). Note that this is a sufficient condition and there may be many other "better" choices using different techniques.

8b. Several cases are shown. Results may vary, particularly for \( r = 24 \), due to the closeness of \( r \) to \( r_3 \approx 24.06 \).
2. \( y(x) = c_1 \cos \sqrt{2} x + c_2 \sin \sqrt{2} x \) is the general solution of the D.E. Thus \( y'(x) = -\sqrt{2} c_1 \sin \sqrt{2} x + \sqrt{2} c_2 \cos \sqrt{2} x \) and hence \( y'(0) = \sqrt{2} c_2 = 1 \), which gives \( c_2 = 1/\sqrt{2} \). Now, \( y'(\pi) = -\sqrt{2} c_1 \sin \sqrt{2} \pi + \cos \sqrt{2} \pi = 0 \) then yields \( c_1 = \frac{\cos \sqrt{2} \pi}{\sqrt{2} \sin \sqrt{2} \pi} = \cot \sqrt{2} \pi / \sqrt{2} \). Thus the desired solution is \( y = (\cot \sqrt{2} \pi \cos \sqrt{2} x + \sin \sqrt{2} x) / \sqrt{2} \).

3. We have \( y(x) = c_1 \cos x + c_2 \sin x \) as the general solution and hence \( y(0) = c_1 = 0 \) and \( y(L) = c_2 \sin L = 0 \). If \( \sin L \neq 0 \), then \( c_2 = 0 \) and \( y(x) = 0 \) is the only solution. If \( \sin L = 0 \), then \( y(x) = c_2 \sin x \) is a solution for arbitrary \( c_2 \).

7. \( y(x) = c_1 \cos 2x + c_2 \sin 2x \) is the solution of the related homogeneous equation and \( y_p(x) = \frac{1}{3} \cos x \) is a particular solution, yielding \( y(x) = c_1 \cos 2x + c_2 \sin 2x + \frac{1}{3} \cos x \) as the general solution of the D.E. Thus \( y(0) = c_1 + \frac{1}{3} = 0 \) and \( y(\pi) = c_1 - \frac{1}{3} = 0 \) and hence there is no solution since there is no value of \( c_1 \) that will satisfy both boundary conditions.

11. If \( \lambda < 0 \), the general solution of the D.E. is \( y = c_1 \sinh \sqrt{\mu} x + c_2 \cosh \sqrt{\mu} x \) where \( -\lambda = \mu \). The two B.C. require that \( c_2 = 0 \) and \( c_1 = 0 \) so \( \lambda < 0 \) is not an eigenvalue. If \( \lambda = 0 \), the general solution of the D.E. is \( y = c_1 + c_2 x \). The B.C. require that \( c_1 = 0 \), \( c_2 = 0 \) so again \( \lambda = 0 \) is not an eigenvalue. If \( \lambda > 0 \), the general solution of the D.E. is \( y = c_1 \sin \sqrt{\lambda} x + c_2 \cos \sqrt{\lambda} x \). The B.C. require that \( c_2 = 0 \) and \( c_1 \cos \sqrt{\lambda} \pi = 0 \). The second condition is satisfied for \( \lambda \neq 0 \) and \( c_1 \neq 0 \) if \( \sqrt{\lambda} \pi = (2n-1)\pi / 2 \), \( n = 1,2,... \). Thus the eigenvalues are \( \lambda_n = (2n-1)^2 / 4 \), \( n = 1,2,3,... \) with the corresponding eigenfunctions \( y_n(x) = \sin [(2n-1)x / 2] \), \( n = 1,2,3,... \).

15. For \( \lambda < 0 \) there are no eigenvalues, as shown in Problem 11. For \( \lambda = 0 \) we have \( y(x) = c_1 + c_2 x \), so \( y'(0) = c_2 = 0 \) and
\[ y'(\pi) = c_2 = 0, \] and thus \( \lambda = 0 \) is an eigenvalue, with 
\[ y_0(x) = 1 \] as the eigenfunction. For \( \lambda > 0 \) we again have 
\[ y(x) = c_1 \sin \sqrt{\lambda} x + c_2 \cos \sqrt{\lambda} x, \] so \( y'(0) = \sqrt{\lambda} c_1 = 0 \) and 
\[ y'(L) = -c_2 \sqrt{\lambda} \sin \sqrt{\lambda} L = 0. \] We know \( \lambda > 0 \), in this case, so 
the eigenvalues are given by \( \sin \sqrt{\lambda} L = 0 \) or \( \sqrt{\lambda} L = n\pi. \) Thus 
\[ \lambda_n = \left(\frac{n\pi}{L}\right)^2 \] and 
\[ y_n(x) = \cos \left(\frac{n\pi x}{L}\right) \] for \( n = 1,2,3... \).
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3. We look for values of \( T \) for which \( \sinh^2(x+T) = \sinh^2 x \) for 
all \( x \). Expanding the left side of this equation gives 
\[ \sinh^2 x \cosh^2 T + \cosh^2 x \sinh^2 T = \sinh^2 x, \] which will be 
satisfied for all \( x \) if we can choose \( T \) so that \( \cosh^2 T = 1 \) 
and \( \sinh^2 T = 0 \). The only value of \( T \) satisfying these 
two constraints is \( T = 0. \) Since \( T \) is not positive we 
conclude that the function \( \sinh^2 x \) is not periodic.

5. We look for values of \( T \) for which \( \tan\pi(x+T) = \tan\pi x. \) 
Expanding the left side gives 
\[ \tan\pi(x+T) = \frac{\tan\pi x + \tan\pi T}{1 - \tan\pi x \tan\pi T} \] which is equal 
to \( \tan\pi x \) only for \( \tan\pi T = 0. \) The only positive solutions 
of this last equation are \( T = 1,2,3... \) and hence \( \tan\pi x \) is 
periodic with fundamental period \( T = 1. \)

7. To start, let \( n = 0 \), then 
\[ f(x) = \begin{cases} 
0 & -1 \leq x < 0 \\
1 & 0 \leq x < 1 
\end{cases} \] 
and for \( n = 1, \) 
\[ f(x) = \begin{cases} 
0 & 1 \leq x < 2 \\
1 & 2 \leq x < 3 
\end{cases} \] 
\[ f(x) = \begin{cases} 
0 & 3 \leq x < 4 \\
1 & 4 \leq x < 5 
\end{cases} \] 
By continuing in this fashion, and drawing a graph, it can be 
seen that \( T = 2. \)

10. The graph of \( f(x) \) is: 
We note that \( f(x) \) is 
a straight line with 
a slope of one in any 
interval. Thus \( f(x) \) has the form \( x+b \) in any interval for 
the correct value of \( b. \) Since \( f(x+2) = f(x) \), we may set 
\( x = -1/2 \) to obtain \( f(3/2) = f(-1/2). \) Noting that \( 3/2 \) is 
on the interval \( 1 < x < 2 \) \( [f(3/2) = 3/2 + b] \) and that \(-1/2 \) 
is on the interval \(-1 < x < 0 \) \( [f(-1/2) = -1/2 + 1] \), we 
conclude that \( 3/2 + b = -1/2 + 1, \) or \( b = -1 \) for 
the interval \( 1 < x < 2. \) For the interval \( 8 < x < 9 \) we have 
f(x+8) = f(x+6) = ... = f(x) by successive applications 
of the periodicity condition. Thus for \( x = 1/2 \) we have 
f(17/2) = f(1/2) or \( 17/2 + b = 1/2 \) so \( b = -8 \) on the 
interval \( 8 < x < 9. \)
In Problems 13 through 18 it is often necessary to use integration by parts to evaluate the coefficients, although all the details will not be shown here.

13a. The function represents a sawtooth wave. It is periodic with period 2L.

13b. The Fourier series is of the form

\[ f(x) = a_0/2 + \sum_{m=1}^{\infty} \left( a_m \cos \frac{m\pi x}{L} + b_m \sin \frac{m\pi x}{L} \right), \]

where the coefficients are computed from Eqs. (13) and (14).

Substituting for \( f(x) \) in these equations yields

\[ a_0 = \frac{1}{L} \left[ -L \right]_{-L}^{L} (-x) dx = 0 \]
\[ a_m = \frac{1}{L} \left[ \cos \frac{m\pi x}{L} \right]_{-L}^{L} (-x) = 0, \quad m = 1, 2, \ldots \]

(These can be shown by direct integration, or using the fact that \( \int_{-a}^{a} g(x) dx = 0 \) when \( g(x) \) is an odd function). Finally,

\[ b_m = \frac{1}{L} \left[ \sin \frac{m\pi x}{L} \right]_{-L}^{L} (-x) = \frac{2L \cos m\pi / m}{m \pi} \]

Substituting these terms in the above Fourier series for \( f(x) \) yields the desired answer.

15a. See the next page.

15b. In this case \( f(x) \) is periodic of period \( 2\pi \) and thus \( L = \pi \) in Eqs. (9), (13,) and (14). The constant \( a_0 \) is found to be

\[ a_0 = \frac{1}{\pi} \left[ x \right]_{-\pi}^{\pi} dx = -\pi/2 \]

since \( f(x) \) is zero on the interval \([0, \pi]\). Likewise

\[ a_n = \frac{1}{\pi} x \cos nxdx = \left[ 1 - (-1)^n \right]/n^2 \pi, \]

using integration by parts and recalling that \( \cos n\pi = (-1)^n \). Thus \( a_n = 0 \) for \( n \) even and \( a_n = 2/n^2 \pi \) for \( n \) odd, which may be written as \( a_{2n-1} = 2/(2n-1)^2 \pi \) since \( 2n-1 \) is always an odd number.

In a similar fashion \( b_n = (1/\pi) \left[ x \sin nxdx = (-1)^{n+1}/n \right] \)

and thus the desired solution is obtained. Notice that in this case both cosine and sine terms appear in the Fourier series for the given \( f(x) \).
15a. 

21a. 

21b. \( a_0 = \frac{1}{2} \int_{-2}^{2} x^2 \, dx = \frac{1}{12} x^3 \bigg|_{-2}^{2} = \frac{4}{3} \), so \( a_0 = \frac{2}{3} \) and 

\[
\begin{align*}
  a_n &= \frac{1}{2} \int_{-2}^{2} x^2 \cos \frac{n\pi x}{2} \, dx \\
  &= \frac{1}{4} \left( 2x^2 \sin \frac{n\pi x}{2} - \frac{8x^2}{n^2 \pi^2} \cos \frac{n\pi x}{2} - \frac{16}{n^3 \pi^3} \sin \frac{n\pi x}{2} \right) \bigg|_{-2}^{2} \\
  &= \left( \frac{8}{n^2 \pi^2} \right) \cos \left( \frac{n\pi}{2} \right) = (-1)^n \frac{8}{n^2 \pi^2}
\end{align*}
\]

where the second line for \( a_n \) is found by integration by parts or a computer algebra system. Similarly, 

\[
b_n = \frac{1}{2} \int_{-2}^{2} x^2 \sin \frac{n\pi x}{2} \, dx = 0, \text{ since } x^2 \sin \frac{n\pi x}{2} \text{ is an odd function.}
\]

Thus 

\[
f(x) = \frac{2}{3} + \frac{8}{\pi^2} \sum_{n=1}^{\infty} (-1)^n \frac{n\pi x}{n^2 \cos \frac{n\pi x}{2}}.
\]

21c. As in Eq. (27), we have 

\[
s_m(x) = \frac{2}{3} + \frac{8}{\pi^2} \sum_{n=1}^{m} (-1)^n \frac{n\pi x}{n^2 \cos \frac{n\pi x}{2}}
\]

21d. Observing the graphs we see that the Fourier series converges quite rapidly, except, at \( x = -2 \) and \( x = 2 \), where there is a sharp "point" in the periodic function.

25.
27a. First we have \( \int_{T}^{a+T} g(x) \, dx = \int_{0}^{a} g(s) \, ds \) by letting \( x = s + T \) in the left integral. Now, if \( 0 \leq a \leq T \), then from elementary calculus we know that 
\[
\int_{a}^{a+T} g(x) \, dx = \int_{a}^{T} g(x) \, dx + \int_{T}^{a+T} g(x) \, dx = \int_{a}^{T} g(x) \, dx + \int_{0}^{a} g(x) \, dx
\]
using the equality derived above. This last sum is \( \int_{0}^{T} g(x) \, dx \) and thus we have the desired result.
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2a. Substituting for \( f(x) \) in Eqs. (2) and (3) with \( L = \pi \) yields
\[
a_0 = \frac{1}{\pi} \int_{0}^{\pi} x \, dx = \frac{\pi}{2};
\]
\[
a_m = \frac{1}{\pi} \int_{0}^{\pi} x \cos mx \, dx = \frac{\cos m\pi - 1}{m^2} = 0 \text{ for } m \text{ even and}
\]
\[
= -\frac{2}{\pi m^2} \text{ for } m \text{ odd; and}
\]
\[
b_m = \frac{1}{\pi} \int_{0}^{\pi} x \sin mx \, dx = -\frac{\pi \cos m\pi}{m} = (-1)^{m+1}/m,
\]
\( m = 1, 2, \ldots \). Substituting these values into Eq. (1) with \( L = \pi \) yields the desired solution.

2b. The function to which the series converges is indicated in the figure and is periodic with period \( 2\pi \). Note that

the Fourier series converges to \( \pi/2 \) at \( x = -\pi, \pi, \text{ etc.} \),

even though the function is defined to be zero there. This value \( \pi/2 \) represents the mean value of the left and right hand limits at those points. In \((-\pi, 0)\),
\( f(x) = 0 \) and \( f'(x) = 0 \) so both \( f \) and \( f' \) are continuous and have finite limits as \( x \to -\pi \) from the right and as \( x \to 0 \) from the left. In \((0, \pi)\), \( f(x) = x \) and \( f'(x) = 1 \) and again both \( f \) and \( f' \) are continuous and have limits as \( x \to 0 \) from the right and as \( x \to \pi \) from the left. Since \( f \) and \( f' \) are piecewise continuous on \([-\pi, \pi]\) the conditions of the Fourier theorem are satisfied.

4a. Substituting for \( f(x) \) in Eqs. (2) and (3), with \( L = 1 \)
yields
\[
a_0 = \int_{-1}^{1} (1-x^2) \, dx = 4/3;
\]
\[ a_n = \int_{-1}^{1} (1-x^2) \cos n\pi x \, dx = \frac{2}{n\pi} \int_{-1}^{1} x \sin n\pi x \, dx \]
\[ = \left. \frac{2}{n^2 \pi^2} \cos n\pi x \right|_{-1}^{1} - \int_{-1}^{1} \cos n\pi x \, dx \]
\[ = \frac{4(-1)^{n+1}}{n^2 \pi^2}; \quad \text{and} \]
\[ b_n = \int_{-1}^{1} (1-x^2) \sin n\pi x \, dx = 0. \]
Substituting these values into Eq.(1) gives the desired series.

4b. The function to which the series converges is shown in the figure and is periodic of fundamental period 2. In \([-1,1]\] \( f(x) \) and \( f'(x) = -2x \) are both continuous and have finite limits as the endpoints of the interval are approached from within the interval.

7a. As in Problem 15, Section 10.2, we have
\[ f(x) = -\frac{\pi}{4} + \sum_{n=1}^{\infty} \frac{2\cos(2n-1)x}{\pi(2n-1)^2} + \frac{(-1)^{n+1}\sin nx}{n}. \]

7b. \( e_n(x) = f(x) + \frac{\pi}{4} - \sum_{k=1}^{n} \frac{2\cos(2k-1)x}{\pi(2k-1)^2} + \frac{(-1)^{k+1}\sin kx}{k}. \)
Using a computer algebra system, we find that for \( n = 5, 10 \) and 20 the maximum error occurs at \( x = -\pi \) in each case and is 1.6025, 1.5867 and 1.5787 respectively. Note that the author’s \( n \) values are 10, 20 and 40, since he has included the zero cosine coefficient terms and the sine terms are all zero at \( x = -\pi \).

7c. It’s not possible in this case, due to Gibb’s phenomenon, to satisfy \( |e_n(x)| \leq 0.01 \) for all \( x \).

12a. \( a_0 = \int_{-1}^{1} (x-x^3) \, dx = 0 \) and \( a_n = \int_{-1}^{1} (x-x^3) \cos n\pi x \, dx = 0 \) since \( (x-x^3) \) and \( (x-x^3) \cos n\pi x \) are odd functions.
\[ b_n = \int_{-1}^{1} (x-x^3) \sin n\pi x \, dx \]
\[ = \left[ \frac{x^3}{n\pi} \cos n\pi x - \frac{3x^2}{n^2 \pi^2} \sin n\pi x - \frac{(n^2 \pi^2 + 6)x}{n^3 \pi^3} \cos n\pi x + \frac{(n^2 \pi^2 + 6)}{n^4 \pi^4} \sin n\pi x \right]_{-1}^{1} \]
\[ = -\frac{12}{n^3 \pi^3} \cos n\pi, \quad \text{so} \quad f(x) = -\frac{12}{n^3 \pi^3} \sum_{n=1}^{\infty} (-1)^n \sin n\pi x. \]
12b. \( e_n(x) = f(x) + \frac{12}{\pi^3} \sum_{k=1}^{n} \frac{(-1)^k}{k^3} \sin k\pi x \). These errors will be much smaller than in the earlier problems due to the \( n^3 \) factor in the denominator. Convergence is much more rapid in this case.

14. The solution to the corresponding homogeneous equation is found by methods presented in Section 3.4 and is \( y(t) = c_1\cos \omega t + c_2\sin \omega t \). For the nonhomogeneous terms we use the method of superposition and consider the sequence of equations \( y_n'' + \omega^2 y_n = b_n \sin nt \) for \( n = 1, 2, 3, \ldots \). If \( \omega > 0 \) is not equal to an integer, then the particular solution to this last equation has the form \( Y_n = a_n \cos nt + d_n \sin nt \), as previously discussed in Section 3.6. Substituting this form for \( Y_n \) into the equation and solving, we find \( a_n = 0 \) and \( d_n = b_n/\left(\omega^2-n^2\right) \). Thus the formal general solution of the original nonhomogeneous D.E. is

\[
y(t) = c_1 \cos \omega t + c_2 \sin \omega t + \sum_{n=1}^{\infty} \frac{b_n \sin nt}{\omega^2-n^2},
\]

we have superimposed all the \( Y_n \) terms to obtain the infinite sum. To evaluate \( c_1 \) and \( c_2 \) we set \( t = 0 \) to obtain \( y(0) = c_1 = 0 \) and

\[
y'(0) = \omega c_2 + \sum_{n=1}^{\infty} \frac{n b_n}{\omega^2-n^2} = 0
\]

where we have formally differentiated the infinite series term by term and evaluated it at \( t = 0 \). (Differentiation of a Fourier Series has not been justified yet and thus we can only consider this method a formal solution at this point).

Thus \( c_2 = -(1/\omega) \sum_{n=1}^{\infty} \frac{n b_n}{\omega^2-n^2} \), which when substituted into the above series yields the desired solution.

If \( \omega = m \), a positive integer, then the particular solution of \( y_m'' + m^2 y_m = b_m \sin mt \) has the form

\( Y_m = t(a_m \cos mt + d_m \sin mt) \) since \( \sin mt \) is a solution of the related homogeneous D.E. Substituting \( Y_m \) into the D.E. yields \( a_m = -b_m/2m \) and \( d_m = 0 \) and thus the general solution of the D.E. (when \( \omega = m \)) is now \( y(t) = c_1 \cos mt + c_2 \sin mt - b_m t \cos mt + \sum_{n=1, n \neq m}^{\infty} \frac{b_n \sin nt}{m^2-n^2} \).

To evaluate \( c_1 \) and \( c_2 \) we set \( y(0) = 0 = c_1 \) and
\[ y'(0) = c_2m - b_m/2m + \sum_{n=1, n \neq m}^{\infty} b_n n/(m^2-n^2) = 0. \]  Thus
\[ c_2 = b_m/2m^2 - \sum_{n=1, n \neq m}^{\infty} b_n n/m(m^2-n^2), \]  which when substituted into the equation for \( y(t) \) yields the desired solution.

15. In order to use the results of Problem 14, we must first find the Fourier series for the given \( f(t) \). Using Eqs. (2) and (3) with \( L = \pi \), we find that
\[ a_0 = (1/\pi) \int_0^\pi dx - (1/\pi) \int_\pi^{2\pi} dx = 0; \]
\[ a_n = (1/\pi) \int_0^\pi \cos nx dx - (1/\pi) \int_\pi^{2\pi} \cos nx dx = 0; \]  and
\[ b_n = (1/\pi) \int_0^\pi \sin nx dx - (1/\pi) \int_\pi^{2\pi} \sin nx dx \]  for \( n \) even and
\[ = 4/n\pi \]  for \( n \) odd.  Thus
\[ f(t) = (4/\pi) \sum_{n=1}^{\infty} \sin(2n-1)t/(2n-1). \]  Comparing this to the forcing function of Problem 14 we see that \( b_n \) of Problem 14 has the specific values \( b_{2n} = 0 \) and \( b_{2n-1} = (4/\pi)/(2n-1) \) in this example.  Substituting these into the answer to Problem 14 yields the desired solution.  Note that we have assumed \( \omega \) is not a positive integer.  Note also, that if the solution to Problem 14 is not available, the procedure for solving this problem would be exactly the same as shown in Problem 14.

16. From Problem 8, the Fourier series for \( f(t) \) is given by
\[ f(t) = 1/2 + (4/\pi^2) \sum_{n=1}^{\infty} \cos(2n-1)\pi t/(2n-1)^2 \]  and thus we may not use the form of the answer in Problem 14.  The procedure outlined there, however, is applicable and will yield the desired solution.

18a. We will assume \( f(x) \) is continuous for this part.  For the case where \( f(x) \) has jump discontinuities, a more detailed proof can be developed, as shown in part b.  From Eq. (3) we have
\[ b_n = \frac{1}{L} \int_{-L}^{L} f(x) \sin \frac{n\pi x}{L} dx. \]  If we let \( u = f(x) \) and
\[ dv = \sin \frac{n\pi x}{L} dx, \]  then \( du = f'(x) dx \) and \( v = \frac{-L}{n\pi} \cos \frac{n\pi x}{L} \).  Thus
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3. Let \( f(x) = \tan 2x \), then
\[
f(-x) = \tan(-2x) = \frac{\sin(-2x)}{\cos(-2x)} = \frac{-\sin(2x)}{\cos(2x)} = -\tan 2x = -f(x)
\]
and thus \( \tan 2x \) is an odd function.

6. Let \( f(x) = e^{-x} \), then \( f(-x) = e^x \) so that \( f(-x) \neq f(x) \) and \( f(-x) \neq -f(x) \) and thus \( e^{-x} \) is neither even nor odd.

---

18b. Note that \( f \) and \( f' \) are continuous at all points where \( f'' \) is continuous. Let \( x_1, \ldots, x_m \) be the points in \((-L,L)\) where \( f'' \) is not continuous. By splitting up the interval of integration at these points, and integrating Eq.(3) by parts twice, we obtain
\[
n^2b_n = \frac{n}{\pi} \sum_{i=1}^{m} \left[ f(x_i^+) - f(x_i^-) \right] \cos \left( \frac{nx_i}{L} \right) - \frac{n}{\pi} \left[ f(L) - f(-L) \right] \cos n\pi
\]
\[
- \frac{L}{\pi^2} \sum_{i=1}^{m} \left[ f'(x_i^+) - f'(x_i^-) \right] \sin \left( \frac{nx_i}{L} \right) - \frac{L}{\pi^2} \int_{-L}^{L} f''(x) \sin \left( \frac{nx}{L} \right) dx,
\]
where we have used the fact that cosine is continuous. We want the first two terms on the right side to be zero, for otherwise they grow in magnitude with \( n \). Hence \( f \) must be continuous throughout the closed interval \([-L,L]\). The last two terms are bounded, by the hypotheses on \( f' \) and \( f'' \). Hence \( n^2 b_n \) is bounded; similarly \( n^2 a_n \) is bounded. Convergence of the Fourier series then follows by comparison with \( \sum_{n=1}^{\infty} n^{-2} \).
7. \[ f(-x) = g(-x) + h(-x) = g(x) - h(x), \] since \( g \) is an even function and \( f \) is an odd function. Thus \( f(x) + f(-x) = 2g(x) \) and hence \( g(x) = \frac{f(x) + f(-x)}{2} \) defines \( g(x) \). Likewise \( f(x) - f(-x) = g(x) - g(-x) + h(x) - h(-x) = 2h(x) \) and thus \( h(x) = \frac{f(x) - f(-x)}{2} \).

All functions and their derivatives in Problems 14 through 30 are piecewise continuous on the given intervals and their extensions. Thus the Fourier Theorem applies in all cases.

13. By the hint \( f(-x) = g(-x) + h(-x) = g(x) - h(x) \), since \( g \) is an even function and \( f \) is an odd function. Thus \( f(x) + f(-x) = 2g(x) \) and hence \( g(x) = \frac{f(x) + f(-x)}{2} \) defines \( g(x) \). Likewise \( f(x) - f(-x) = g(x) - g(-x) + h(x) - h(-x) = 2h(x) \) and thus \( h(x) = \frac{f(x) - f(-x)}{2} \).

14. For the cosine series we use the even extension of the function given in Eq.(13) and hence
\[
 f(x) = \begin{cases} 
 0 & -2 \leq x < -1 \\
 1+x & -1 \leq x < 0 
\end{cases} 
\]
on the interval \(-2 \leq x < 0\).

However, we don’t really need this, as the coefficients in this case are given by Eqs.(7), which just use the original values for \( f(x) \) on \( 0 < x \leq 2 \). Applying Eqs.(7) we have \( L = 2 \) and thus
\[
a_0 = \frac{2}{2} \int_0^1 (1-x)dx + \frac{2}{2} \int_0^2 0dx = 1/2.\]

Similarly,
\[
a_n = \frac{2}{2} \int_0^1 (1-x) \cos(n\pi x/2)dx = \frac{4}{n^2\pi^2} \quad \text{and} \quad b_n = 0.\]

Substituting these values in the Fourier series yields the desired results.

For the sine series, we use Eqs.(8) with \( L = 2 \). Thus
\[
a_n = 0\] and
\[
b_n = \frac{2}{2} \int_0^1 (1-x) \sin(n\pi x/2)dx = \frac{4n\pi/2 - \sin(n\pi/2)}{n^2\pi^2}.\]
15. The graph of the function to which the series converges is shown in the figure. Using Eqs. (7) with \( L = 2 \) we have
\[
a_0 = \int_0^1 dx = 1 \quad \text{and} \quad a_n = \int_0^1 \cos(n \pi x/2) dx = 2 \sin(n \pi/2)/n \pi.
\]
Thus \( a_n = 0 \) for \( n \) even, \( a_n = 2/n \pi \) for \( n = 1, 5, 9, \ldots \) and \( a_n = -2/n \pi \) for \( n = 3, 7, 11, \ldots \). Hence we may write
\( a_{2n} = 0 \) and \( a_{2n-1} = 2(-1)^{n+1}/(2n-1) \pi \), which when substituted into the series gives the desired answer.

18. The graph of the function to which the series converges is indicated in the figure.

![Graph of a function](image)

Since we want a sine series, we use Eqs. (8) to find, with \( L = \pi \), that
\[
b_n = (2/\pi) \int_0^\pi \sin n x dx = 2[1-(-1)^n]/n \pi \text{ and thus } b_n = 0 \text{ for } n \text{ even and } b_n = 4/n \pi \text{ for } n \text{ odd.}
\]

20. The graph of the function to which the series converges is shown in the figure.

![Graph of a function](image)

We note that \( f(x) \) is specified over its entire fundamental period \( (T = 1) \) and hence we cannot extend \( f \) to make it either an odd or an even function. Using Eqs. (2) and (3) from Section 10.3 we have \( (L = 1/2) \)
\[
a_0 = 2 \int_0^1 x dx = 1, \quad a_n = 2 \int_0^1 x \cos(2n \pi x) dx = 0 \quad \text{and}
\]
\[
b_n = 2 \int_0^1 x \sin(2n \pi x) dx = -1/n \pi. \quad \text{[Note: We have used the}
results of Problem 27 of Section 10.2 in writing these integrals. That is, if \( f(x) \) is periodic of period \( T \), then every integral of \( f \) over an interval of length \( T \) has the same value. Thus we integrate from 0 to 1 here, rather than \(-1/2 \) to \( 1/2 \).] Substituting the above values into Eq.(1) of Section 10.3 yields the desired solution. It can also be observed from the above graph that \( g(x) = f(x) - 1/2 \) is an odd function. If Eqs.(8) are used with \( g(x) \), then it is found that

\[
g(x) = (-1/\pi) \sum_{n=1}^{\infty} \frac{\sin(2n\pi x)}{n} \text{ and thus we obtain the same series for } f(x) \text{ as found above.}
\]

25a. \( b_n = \frac{2}{2} \left\{ \int_{0}^{2} (2-x^2) \sin \frac{n\pi x}{2} \, dx \right\} \]

\[
= \left[ \frac{-2}{n\pi} (2-x^2) \cos \frac{n\pi x}{2} \right]_{0}^{2} - \frac{8x}{n^2 \pi^2} \sin \frac{n\pi x}{2} - \frac{16}{n^3 \pi^3} \cos \frac{n\pi x}{2} \right]_{0}^{2} \]

\[
= \frac{4}{n\pi} (1+\cos n\pi) + \frac{16}{n^3 \pi^3} (1-\cos n\pi) \text{ and thus}
\]

\[
f(x) = \sum_{n=1}^{\infty} \left( \frac{4n^2 \pi^2}{n^3 \pi^3} (1+\cos n\pi) + \frac{16}{n^3 \pi^3} (1-\cos n\pi) \right) \sin \frac{n\pi x}{2}
\]

25b. [Graphs of \( f(x) \) are shown for different values of \( m \).]

25c. [Graphs of \( f(x) \) are shown for different values of \( m \).]

28b. For the cosine series (even extension) we have

\[
a_0 = \frac{2}{2} \int_{0}^{2} x \, dx = \frac{1}{2}
\]
\[ a_n = \frac{2}{\pi} \int_0^1 \cos \frac{n \pi x}{2} \, dx = \left[ \frac{2x}{n \pi} \sin \frac{n \pi x}{2} + \frac{4}{n^2 \pi^2} \cos \frac{n \pi x}{2} \right]_0^1 \]
\[ = \frac{2}{\pi} \sin \frac{n \pi}{2} + \frac{4}{n^2 \pi^2} \cos \frac{n \pi x}{2}, \text{ so} \]
\[ g(x) = \frac{1}{4} + \sum_{n=1}^{\infty} \frac{4 \cos(n \pi/2) + 2n \pi \sin(n \pi/2) - 4 \cos(n \pi/2)}{n^2 \pi^2} \cdot \frac{\sin(n \pi x/2)}{2} \]

For the sine series (odd extension) we have
\[ b_n = \frac{2}{\pi} \int_0^1 \sin \frac{n \pi x}{2} \, dx = \left[ -\frac{2x}{n \pi} \cos \frac{n \pi x}{2} + \frac{4}{n^2 \pi^2} \sin \frac{n \pi x}{2} \right]_0^1 \]
\[ = -\frac{2}{n \pi} \cos \frac{n \pi}{2} + \frac{4}{n^2 \pi^2} \sin \frac{n \pi}{2}, \text{ so} \]
\[ h(x) = \sum_{n=1}^{\infty} \frac{4 \sin(n \pi/2) - 2n \pi \cos(n \pi/2)}{n^2 \pi^2} \sin \frac{n \pi x}{2} \cdot \frac{\sin(n \pi x/2)}{2} \cdot \frac{\sin(n \pi x/2)}{2} \]

28c.

28d. The maximum error does not approach zero in either case, due to Gibb’s phenomenon. Note that the coefficients in both series behave like 1/n as n \to \infty since there is an n in the numerator.

31. We have \[ \int_{-L}^{L} f(x) \, dx = \int_{-L}^{0} f(x) \, dx + \int_{0}^{L} f(x) \, dx. \] Now, if we let \( x = -y \) in the first integral on the right, then
\[ \int_{-L}^{0} f(x) \, dx = \int_{0}^{L} f(-y) \, (-dy) = \int_{0}^{L} f(-y) \, dy = -\int_{0}^{L} f(y) \, dy. \]
Thus
\[ \int_{-L}^{L} f(x) \, dx = -\int_{0}^{L} f(y) \, dy + \int_{0}^{L} f(x) \, dx = 0. \]

32. To prove property 2 let \( f_1 \) and \( f_2 \) be odd functions and let \( f(x) = f_1(x) \pm f_2(x) \). Then \( f(-x) = f_1(-x) \pm f_2(-x) = -f_1(x) \pm [-f_2(x)] = -f_1(x) + f_2(x) = -f(x) \), so \( f(x) \) is odd. Now let \( g(x) = f_1(x)f_2(x) \), then\[ g(-x) = f_1(-x)f_2(-x) = [-f_1(x)][-f_2(x)] = f_1(x)f_2(x) = g(x) \] and thus \( g(x) \) is even. Finally, let \( h(x) = f_1(x)/f_2(x) \) and hence \( h(-x) = f_1(-x)/f_2(-x) = [-f_1(x)]/[f_2(x)] = f_1(x)/f_2(x) = h(x) \), which says \( h(x) \) is also even.

Property 3 is proven in a similar manner.
34. Since $F(x) = \int_0^x f(t) \, dt$ we have
\[
F(-x) = \int_0^{-x} f(t) \, dt = -\int_0^x f(-s) \, ds \text{ by letting } t = -s. \text{ If } f \text{ is an even function, } f(-s) = f(s), \text{ we then have}
\]
\[
F(-x) = -\int_0^x f(s) \, ds = -F(x) \text{ from the original definition of } F. \text{ Thus } F(x) \text{ is an odd function. The argument is similar if } f \text{ is odd.}
\]

35. Set $x = L/2$ in Eq.(6) of Section 10.3. Since we know $f$ is continuous at $L/2$, we may conclude, by the Fourier theorem, that the series will converge to $f(L/2) = L$ at this point. Thus we have
\[
L = L/2 + \left(2L/\pi\right) \sum_{n=1}^{\infty} (-1)^{n+1}/(2n-1), \text{ since}
\]
\[
\sin[(2n-1)\pi/2] = (-1)^{n+1}. \text{ Dividing by } L \text{ and simplifying yields}
\]
\[
\frac{\pi}{4} = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2n-1)} = \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1}.
\]

37a. Multiplying both sides of the equation by $f(x)$ and integrating from 0 to $L$ gives
\[
\int_0^L [f(x)]^2 \, dx = \int_0^L [f(x) \sum_{n=1}^{\infty} b_n \sin(n\pi x/L)] \, dx
\]
\[
= \sum_{n=1}^{\infty} b_n \int_0^L f(x) \sin(n\pi x/L) \, dx = (L/2) \sum_{n=1}^{\infty} b_n^2, \text{ by Eq.(8)}.
\]
This result is identical to that of Problem 17 of Section 10.3 if we set $a_n = 0$, $n = 0, 1, 2, \ldots$, since
\[
\frac{1}{L} \int_0^L [f(x)]^2 \, dx = \frac{2}{L} \int_0^L [f(x)]^2 \, dx. \text{ In a similar manner, it can be shown that}
\]
\[
(2/L) \int_0^L [f(x)]^2 \, dx = a_0^2/2 + \sum_{n=1}^{\infty} a_n^2.
\]

37b. Since $f(x) = x$ and $b_n = 2L(-1)^{n+1}/n\pi$ (from Eq.(9)), we obtain
\[
(2/L) \int_0^L [f(x)]^2 \, dx = (2/L) \int_0^L x^2 \, dx = 2L^2/3 = \sum_{n=1}^{\infty} b_n^2 = \sum_{n=1}^{\infty} 4L^2/n^2 \pi^2 = 4L^2/\pi^2 \sum_{n=1}^{\infty} (1/n^2) \text{ or } \pi^2/6 = \sum_{n=1}^{\infty} (1/n^2).
38. We assume that the extensions of \( f \) and \( f' \) are piecewise continuous on \([-2L, 2L]\). Since \( f \) is an odd periodic function of fundamental period \( 4L \) it follows from properties 2 and 3 that \( f(x) \cos(n \pi x/2L) \) is odd and \( f(x) \sin(n \pi x/2L) \) is even. Thus the Fourier coefficients of \( f \) are given by Eqs. (8) with \( L \) replaced by \( 2L \); that is

\[
\begin{align*}
    a_n &= 0, \quad n = 0, 1, 2, \ldots \\
    b_n &= \frac{2}{2L} \int_0^{2L} f(x) \sin(n \pi x/2L) \, dx, \quad n = 1, 2, \ldots
\end{align*}
\]

The Fourier sine series for \( f \) is \( f(x) = \sum_{n=1}^{\infty} b_n \sin(n \pi x/2L) \).

39. From Problem 38 we have

\[
\begin{align*}
    b_n &= (1/L) \int_0^{2L} f(x) \sin(n \pi x/2L) \, dx \\
    &= (1/L) \left[ \int_0^L f(x) \sin(n \pi x/2L) \, dx + \int_0^{2L} f(2L-x) \sin(n \pi x/2L) \, dx \right] \\
    &= (1/L) \left[ \int_0^L f(x) \sin(n \pi x/2L) \, dx - (1/L) \int_0^L f(s) \sin(n \pi (2L-s)/2L) \, ds \right] \\
    &= (1/L) \left[ \int_0^L f(x) \sin(n \pi x/2L) \, dx - (1/L) \int_0^L f(s) \cos(n \pi s/2L) \sin(n \pi s/2L) \, ds \right]
\end{align*}
\]

and thus \( b_n = 0 \) for \( n \) even and \( b_n = (2/L) \int_0^L f(x) \sin(n \pi x/2L) \, dx \) for \( n \) odd. The Fourier series for \( f \) is given in Problem 38, where the \( b_n \) are given above.
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3. We seek solutions of the form \( u(x,t) = X(x)T(t) \).

Substituting into the P.D.E. yields

\[
X''T + X'T' + XT' = X'T + (X' + X)T' = 0.
\]

Formally dividing by the quantity \((X' + X)T\) gives the equation \( X''/(X' + X) = -T'/T \) in which the variables are separated. In order for this equation to be valid on the domain of \( u \) it is necessary that both sides be equal to the same constant \( \lambda \). Hence \( X''/(X' + X) = -T'/T = \lambda \) or equivalently, \( X'' - \lambda (X' + X) = 0 \) and \( T' + \lambda T = 0 \).

5. We seek solutions of the form \( u(x,y) = X(x)Y(y) \).

Substituting into the P.D.E. yields

\[
X''Y + (x+y)XY'' = X''Y + xXY'' + yXY'' = 0.
\]

Formally dividing by \( XY \) yields \( X''/X + xY''/Y + yY''/Y = 0 \). From this equation we see that the presence of the independent variable \( x \) multiplying the term \( u_{xy} \) in the original equation leads to the term \( xY''/Y \) when we attempt to separate the variables. It follows that the argument for a separation constant does not carry through and we cannot replace the P.D.E. by two O.D.E.
8. Following the procedures of Eqs. (5) through (8), we set $u(x,y) = X(x)T(t)$ in the P.D.E. to obtain $X''T = 4XT'$, or $X''X = 4T'/T$, which must be a constant. As stated in the text this separation constant must be $-\lambda^2$ (we choose $-\lambda^2$ so that when a square root is used later, the symbols are simpler) and thus $X'' + \lambda^2X = 0$ and $T' + (\lambda^2/4)T = 0$. Now $u(0,t) = X(0)T(t) = 0$, for all $t > 0$, yields $X(0) = 0$, as discussed after Eq. (11) and similarly $u(2,t) = X(2)T(t) = 0$, for all $t > 0$, implies $X(2) = 0$. The D.E. for $X$ has the solution $X(x) = C_1\cos(\lambda x) + C_2\sin(\lambda x)$ and $X(0) = 0$ yields $C_1 = 0$. Setting $x = 2$ in the remaining form of $X$ yields $X(2) = C_2\sin(2 \lambda) = 0$, which has the solutions $2\lambda = n\pi$ or $\lambda = n\pi/2$, $n = 1, 2, \ldots$. Note that we exclude $n = 0$ since then $\lambda = 0$ would yield $X(x) = 0$, which is unacceptable. Hence $X(x) = \sin(n\pi x/2)$, $n = 1, 2, \ldots$. Finally, the solution of the D.E. for $T$ yields $T(t) = \exp(-\lambda^2 t/4) = \exp(-n^2\pi^2 t/16)$. Thus we have found $u_n(x,t) = \exp(-n^2\pi^2 t/16)\sin(n\pi x/2)$. Setting $t = 0$ in this last expression indicates that $u_n(x,0)$ has, for the correct choices of $n$, the same form as the terms in $u(x,0)$, the initial condition. Using the principle of superposition we know that $u(x,t) = c_1u_1(x,t) + c_2u_2(x,t) + c_4u_4(x,t)$ satisfies the P.D.E. and the B.C. and hence we let $t = 0$ to obtain $u(x,0) = c_1u_1(x,0) + c_2u_2(x,0) + c_4u_4(x,0) = c_1\sin(\pi x/2) + c_2\sin(\pi x) + c_4\sin(2\pi x)$. If we choose $c_1 = 2$, $c_2 = -1$ and $c_4 = 4$ then $u(x,0)$ here will match the given initial condition, and hence substituting these values in $u(x,t)$ above then gives the desired solution.

10. Since the B.C. for this heat conduction problem are $u(0,t) = u(40,t) = 0$, $t > 0$, the solution $u(x,t)$ is given by Eq. (19) with $\alpha^2 = 1$ cm$^2$/sec, $L = 40$ cm, and the coefficients $c_n$ determined by Eq. (21) with the I.C. $u(x,0) = f(x) = x$, $0 \leq x \leq 20; = 40 - x$, $20 \leq x \leq 40$.

Thus $c_n = \frac{1}{20} \left[ \int_0^{20} x \sin \frac{n\pi x}{40} \, dx + \int_0^{40} (40-x) \sin \frac{n\pi x}{40} \, dx \right]$

$\quad = \frac{160}{n^2 \pi^2} \sin \frac{n\pi}{2}$. It follows that

$u(x,t) = \frac{160}{\pi^2} \sum_{n=1}^{\infty} \frac{\sin(n\pi/2)}{n^2} e^{-n^2\pi^2 t/1600} \sin \frac{n\pi x}{40}$.
15a. As in Example 1, the maximum temperature will be at the midpoint, \( x = 20 \), and we use just the first term, since the others will be negligible for this temperature, since \( t \) is so large. Thus

\[
\begin{align*}
u(20,t) &= 1 = \frac{160}{\pi^2} \sin(\pi/2) e^{-\pi^2 t/1600} \sin(20\pi/40). \\
\text{Solving for } t, \text{ we obtain } e^{-\pi^2 t/1600} &= \frac{\pi^2}{160}, \text{ or}
\end{align*}
\]

\[
t = \frac{1600}{\pi^2} \ln \frac{160}{\pi^2} = 451.60 \text{ sec.}
\]

15b. 15c.

15d. 18a. Since the B.C. for this heat conduction problem are \( u(0,t) = u(20,t) = 0, \ t > 0 \), the solution \( u(x,t) \) is given by Eq.(19) with \( L = 20 \text{ cm} \), and the coefficients \( c_n \) determined by Eq.(21) with the I.C. \( u(x,0) = f(x) = 100^\circ\text{C} \). Thus

\[
c_n = \frac{1}{10} \int_0^{20} (100) \sin(n\pi x/20) \, dx = -200((-1)^n-1)/n\pi \text{ and hence}
\]
220 Section 10.5

c_{2n} = 0 and c_{2n-1} = 400/(2n-1)\pi. Substituting these values into Eq.(19) yields

\[ u(x,t) = \frac{400}{\pi} \sum_{n=1}^{\infty} e^{-(2n-1)^2\alpha^2t/400} \frac{(2n-1)\pi}{2n-1} \sin \left( \frac{(2n-1)\pi x}{20} \right) \]

18b. For aluminum, we have \( \alpha^2 = .86 \text{ cm}^2/\text{sec} \) (from Table 10.5.1) and thus the first two terms give

\[ u(10,30) = \frac{400}{\pi} \left\{ e^{-\pi^2(.86)30/400} - \frac{1}{3} e^{-9\pi^2(.86)30/400} \right\} \]

= 67.228°C. If an additional term is used, the temperature is increased by

\[ \frac{80}{\pi} e^{-25\pi^2(.86)30/400} = 3 \times 10^{-6} \text{ degrees C.} \]

19b. Using only one term in the series for \( u(x,t) \), we must solve the equation \( 5 = \left( \frac{400}{\pi} \right) e^{-\pi^2(\alpha^2)30/400} \) for \( t \). Taking the logarithm of both sides and solving for \( t \) yields \( t \equiv 400 \ln(80/\pi)/\pi^2(0.86) = 152.56 \text{ sec.} \)

20. Applying the chain rule to partial differentiation of \( u \) with respect to \( x \) we see that \( u_x = u_\xi_x = u_\xi(1/L) \) and \( u_{xx} = u_\xi_x(1/L)^2 \). Substituting \( u_\xi_x/L^2 \) for \( u_{xx} \) in the heat equation gives \( \alpha^2 u_\xi_x/L^2 = u_t \) or \( u_\xi_x = (L^2/\alpha^2)u_t \). In a similar manner, \( u_t = u_\tau_x = u_\tau(\alpha^2/L^2) \) and hence \( \frac{L^2}{\alpha^2} u_\tau = u_t \) and thus \( u_\xi_x = u_\tau \).

22. Substituting \( u(x,y,t) = X(x)Y(y)T(t) \) in the P.D.E. yields \( \alpha^2(X''Y + XY'') = X'Y'' \), which is equivalent to

\[ \frac{X''}{X} + \frac{Y''}{Y} = \frac{T''}{\alpha^2T} = \sigma_1, \]

By keeping the independent variables \( x \) and \( y \) fixed and varying \( t \) we see that \( T'/\alpha^2T \) must equal some constant \( \sigma_1 \) since the left side of the equation is fixed. Hence, \( X''/X + Y''/Y = T'/\alpha^2T = \sigma_1 \), or \( X''/X = \sigma_1 - Y''/Y \) and \( T' - \sigma_1 \alpha^2T = 0 \). By keeping \( x \) fixed and varying \( y \) in the equation involving \( X \) and \( Y \) we see that \( \sigma_1 - Y''/Y \) must equal some constant \( \sigma_2 \) since the left side of the equation is fixed. Hence, \( X''/X = \sigma_1 - Y''/Y = \sigma_2 \) so \( X'' - \sigma_2X = 0 \) and \( Y'' - (\sigma_1 - \sigma_2)Y = 0 \).

For \( T' - \sigma_1 \alpha^2T = 0 \) to have solutions that remain bounded as \( t \to \infty \) we must have \( \sigma_1 < 0 \). Thus, setting \( \sigma_1 = -\lambda^2 \), we have \( T' + \alpha^2\lambda^2T = 0 \). For \( X'' - \sigma_2X = 0 \) and homogeneous B.C., we conclude, as in Sect. 10.1, that \( \sigma_2 < 0 \) and, if we let
σ₂ = -μ², then X'' + μ²X = 0. With these choices for σ₁ and σ₂
we then have Y'' + (λ²-μ²)Y = 0.

Section 10.6, Page 588

3. The steady-state temperature distribution v(x) must satisfy Eq.(9) and also satisfy the B.C. vₓ(0) = 0, v(L) = 0. The general solution of v'' = 0 is v(x) = Ax + B. The B.C. vₓ(0) = 0 implies A = 0 and then v(L) = 0 implies B = 0, so the steady state solution is v(x) = 0.

7. Again, v(x) must satisfy v'' = 0, v'(0) -v(0) = 0 and v(L) = T. The general solution of v'' = 0 is v(x) = ax + b, so v(0) = b, v'(0) = a and v(L) = T. Thus a - b = 0 and aL + b = T, which give a = b = T/(1+L). Hence v(x) = T(x+1)/(L+1).

9a. Since the B.C. are not homogeneous, we must first find the steady state solution. Using Eqs.(9) and (10) we have v'' = 0 with v(0) = 0 and v(20) = 60, which has the solution v(x) = 3x. Thus the transient solution w(x,t) satisfies the equations α²wₓₓ = wᵗ, w(0,t) = 0, w(20,t) = 0 and w(x,0) = 25 - 3x, which are obtained from Eqs.(13) to (15). The solution of this problem is given by Eq.(4) with the cₙ given by Eq.(6):

\[ cₙ = \frac{1}{10} \int_{0}^{20} (25-3x) \sin \frac{nπx}{20} \, dx = \frac{(70\cos nπ+50)}{nπ}, \]

and thus

\[ u(x,t) = 3x + \sum_{n=1}^{∞} \frac{70\cos nπ + 50}{nπ} e^{-0.86n²π²t/400} \sin \frac{nπx}{20} \] since α² = .86 for aluminum.

9b. 9c.

9d. Using just the first term of the sum, we have

\[ u(5,t) = 15 - \frac{20}{π} \frac{e^{-0.86n²π²t/400}}{\sin \frac{π}{4}} = 15 \pm .15. \] Thus
\[ \frac{20}{\pi} e^{-0.86 \pi^2 t/400} \sin \frac{\pi}{4} = 0.15, \text{ which yields } t = 160.30 \text{ sec.} \]

To obtain the answer in the text, the first two terms of the sum must be used, which requires an equation solver to solve for t. Note that this reduces t by only .01 seconds.

12a. Since the B.C. are \( u_x(0,t) = u_x(L,t) = 0, t > 0 \), the solution \( u(x,t) \) is given by Eq.(35) with the coefficients \( c_n \) determined by Eq.(37). Substituting the I.C. \( u(x,0) = f(x) = \sin(\pi x/L) \) into Eq.(37) yields

\[
c_0 = \frac{2}{L} \int_0^L \sin(\pi x/L) \, dx = \frac{4}{\pi} \quad \text{and} \quad c_n = \frac{2}{L} \int_0^L \sin(\pi x/L) \cos(n \pi x/L) \, dx
\]

\[
= \frac{1}{L} \int_0^L \{ \sin((n+1)\pi x/L) - \sin((n-1)\pi x/L) \} \, dx = 0, \text{ n odd}; = -\frac{4}{(n^2-1)} \pi, \text{ n even}. \]

Thus

\[
u(x,t) = \frac{2}{\pi} - \left( \frac{4}{\pi} \right) \sum_{n=1}^{\infty} \exp\left[ -4n^2 \pi^2 \alpha^2 t/L^2 \right] \cos(2n\pi x/L)/(4n^2-1)
\]

where we are now summing over even terms by setting \( n = 2n \).

12b. As \( t \to \infty \) we see that all terms in the series decay to zero except the constant term, \( 2/\pi \). Hence

\[
\lim_{t \to \infty} u(x,t) = \frac{2}{\pi}.
\]

12c. 12d. The original heat in the rod is redistributed to give the final temperature distribution, since no heat is lost.
14a. Since the ends are insulated, the solution to this problem is given by Eq. (35), with $\alpha^2 = 1$ and $L = 30$, and Eq. (37). Thus $u(x,t) = \frac{C_0}{2} + \sum_{n=1}^{\infty} c_n \exp(-n^2\pi^2t/900) \cos(n\pi x/30)$, where

$$c_0 = \frac{2}{30} \int_0^{30} f(x) \, dx = \frac{1}{15} \int_0^{30} 25 \, dx = \frac{25}{3} \quad \text{and} \quad c_n = \frac{2}{30} \int_0^{30} f(x) \cos(n\pi x/30) \, dx = \frac{1}{15} \int_0^{30} 25 \cos(n\pi x/30) \, dx = \frac{50}{n\pi} \left[ \sin\frac{n\pi}{3} - \sin\frac{n\pi}{6} \right].$$

14b.

14c. Although $x = 4$ and $x = 1$ are symmetrical to the initial temperature pulse, they are not symmetrical to the insulated end points.

15a. Substituting $u(x,t) = X(x)T(t)$ into Eq. (1) leads to the two O.D.E. $X'' - \sigma X = 0$ and $T' - \alpha^2 \sigma T = 0$. An argument similar to the one in the text implies that we must have $X(0) = 0$ and $X'(L) = 0$. Also, by assuming $\sigma$ is real and considering the three cases $\sigma < 0$, $\sigma = 0$, and $\sigma > 0$ we can show that only the case $\sigma < 0$ leads to nontrivial solutions of $X'' - \sigma X = 0$ with $X(0) = 0$ and $X'(L) = 0$. Setting $\sigma = -\lambda^2$, we obtain $X(x) = k_1 \sin \lambda x + k_2 \cos \lambda x$. Now, $X(0) = 0 \rightarrow k_2 = 0$ and thus $X(x) = k_1 \sin \lambda x$. 
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Differentiating and setting $x = L$ yields $\lambda k_1 \cos \lambda L = 0$. Since $\lambda = 0$ and $k_1 = 0$ lead to $u(x,t) = 0$, we must choose $\lambda$ so that $\cos \lambda L = 0$, or $\lambda = (2n-1)\pi/2L$, $n = 1, 2, 3, \ldots$. These values for $\lambda$ imply that $\sigma = -(2n-1)^2 \pi^2/4L^2$ so the solutions $T(t)$ of $T' - \alpha^2 \sigma T = 0$ are proportional to $\exp[-(2n-1)^2 \pi^2 \alpha^2 t/4L^2]$. Combining the above results leads to the desired set of fundamental solutions.

15b. In order to satisfy the I.C. $u(x,0) = f(x)$ we assume that $u(x,t)$ has the form

$$u(x,t) = \sum_{n=1}^{\infty} c_n \exp[-(2n-1)^2 \pi^2 \alpha^2 t/4L^2] \sin[(2n-1)\pi x/2L].$$

The coefficients $c_n$ are determined by the requirement that

$$u(x,0) = \sum_{n=1}^{\infty} c_n \sin[(2n-1)\pi x/2L] = f(x).$$

Referring to Problem 39 of Section 10.4 reveals that such a representation for $f(x)$ is possible if we choose the coefficients $c_n = (2/L) \int_0^L f(x) \sin[(2n-1)\pi x/2L] dx$.

19. We must solve $v_1''(x) = 0$, $0 \leq x \leq a$ and $v_2''(x) = 0$, $a \leq x \leq L$ subject to the B.C. $v_1(0) = 0$, $v_2(L) = T$ and the continuity conditions at $x = a$. For the temperature to be continuous at $x = a$ we must have $v_1(a) = v_2(a)$ and for the rate of heat flow to be continuous we must have $-\kappa_1 A_1 v_1'(a) = -\kappa_2 A_2 v_2'(a)$, from Eq. (2) of Appendix A. The general solutions to the two O.D.E. are $v_1(x) = C_1 x + D_1$ and $v_2(x) = C_2 x + D_2$. By applying the boundary and continuity conditions we may solve for $C_1$, $D_1$, and $C_2$ and $D_2$ to obtain the desired solution.
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1a. Since the initial velocity is zero, the solution is given by Eq.(20) with the coefficients $c_n$ given by Eq.(22). Substituting $f(x)$ into Eq.(22) yields

$$c_n = \frac{2}{L} \left[ \int_0^{L/2} \frac{2x}{L} \sin \frac{n\pi x}{L} \, dx + \int_{L/2}^L \frac{2(L-x)}{L} \sin \frac{n\pi x}{L} \, dx \right]$$

$$= \frac{8}{n^2 \pi^2} \sin \frac{n\pi}{2}. \text{ Thus Eq. (20) becomes}$$

$$u(x,t) = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \sin \frac{n\pi}{2} \sin \frac{n\pi x}{L} \cos \frac{n\pi at}{L}.$$
1b. The graphs in part b can best be understood using Eq.(28) (or the results of Problems 13 and 14). The original triangular shape is composed of two similar triangles of 1/2 the height, one of which moves to the right, \( h(x-at) \), and the other to the left, \( h(x+at) \). Recalling that the series are periodic then gives the results shown. The graphs in part c can then be visualized from those in part b.

6a. The motion is governed by Eqs.(1), (3) and (31), and thus the solution is given by Eq.(34) where the \( k_n \) are given by Eq.(36):

\[
k_n = \frac{2}{n\pi a} \left[ \int_0^{L/4} \frac{4x}{L} \sin \frac{n\pi x}{L} \, dx + \int_{L/4}^{3L/4} \frac{n\pi x}{L} \, dx + \int_{3L/4}^{L} \frac{4(L-x)}{L} \sin \frac{n\pi x}{L} \, dx \right]
\]

\[
= \frac{8L}{n^3 \pi^3 a} \left( \sin \frac{n\pi}{4} + \sin \frac{3n\pi}{4} \right). 
\]

Substituting this in Eq.(34)

\[
yields u(x,t) = \frac{8L}{a\pi^3} \sum_{n=1}^{\infty} \frac{\sin \frac{n\pi}{4} + \sin \frac{3n\pi}{4}}{n^3} \sin \frac{n\pi x}{L} \sin \frac{n\pi at}{L}.
\]

6b.

1c. The graphs in part c can then be visualized from those in part b.
9. Assuming that $u(x,t) = X(x)T(t)$ and substituting for $u$ in Eq. (1) leads to the pair of O.D.E. $X'' + \sigma X = 0$, $T'' + a^2\sigma T = 0$. Applying the B.C. $u(0,t) = 0$ and $u_x(L,t) = 0$ to $u(x,t)$ we see that we must have $X(0) = 0$ and $X'(L) = 0$. By considering the three cases $\sigma < 0$, $\sigma = 0$, and $\sigma > 0$ it can be shown that nontrivial solutions of the problem $X'' + \sigma X = 0$, $X(0) = 0$, $X'(L) = 0$ are possible if and only if $\sigma = (2n-1)^2\pi^2/4L^2$, $n = 1, 2, \ldots$ and the corresponding solutions for $X(x)$ are proportional to $\sin((2n-1)\pi x/2L)$. Using these values for $\sigma$ we find that $T(t)$ is a linear combination of $\sin((2n-1)\pi a t/2L)$ and $\cos((2n-1)\pi a t/2L)$. Now, the I.C. $u_t(x,0)$ implies that $T'(0) = 0$ and thus functions of the form $u_n(x,t) = \sin((2n-1)\pi x/2L)\cos((2n-1)\pi a t/2L)$, $n = 1, 2, \ldots$ satisfy the P.D.E. (1), the B.C. $u(0,t) = 0$, $u_x(L,t) = 0$, and the I.C. $u(x,0) = 0$. We now seek a superposition of these fundamental solutions $u_n$ that also satisfies the I.C. $u(x,0) = f(x)$. Thus we assume that

$$u(x,t) = \sum_{n=1}^{\infty} c_n \sin((2n-1)\pi x/2L)\cos((2n-1)\pi a t/2L).$$

The I.C. now implies that we must have

$$f(x) = \sum_{n=1}^{\infty} c_n \sin((2n-1)\pi x/2L).$$

From Problem 39 of Section 10.4 we see that $f(x)$ can be represented by such a series and that

$$c_n = \frac{2}{L} \int_0^L f(x) \sin((2n-1)\pi x/2L) dx, \quad n = 1, 2, \ldots$$

Substituting these values into the above series for $u(x,t)$ yields the desired solution.

10a. From Problem 9 we have

$$c_n = \frac{2}{L} \int_0^{(L+2)/2} \frac{\sin((2n-1)\pi x)}{2L} dx$$

$$= \frac{-4}{(2n-1)\pi} \left[ \cos\left(\frac{(2n-1)\pi (L+2)}{4L}\right) - \cos\left(\frac{(2n-1)\pi (L-2)}{4L}\right) \right]$$

$$= \frac{8}{(2n-1)\pi} \frac{\sin((2n-1)\pi /2L)}{\sin((2n-1)\pi /4)}$$

using the...
10a. \[ u(x,t) = u(x,t) \]

10b. \[ u(x,0) \]
\[ u(x,1) \]
\[ u(x,4.5) \]

10c. \[ u(x,5.5) \]
\[ u(x,9) \]
\[ u(x,10) \]

13. Using the chain rule we obtain \( u_x = u_\xi \xi_x + u_\eta \eta_x = u_\xi + u_\eta \) since \( \xi_x = \eta_x = 1 \). Differentiating a second time gives \( u_{xx} = u_{\xi\xi} + 2u_{\xi\eta} + u_{\eta\eta} \). In a similar way we obtain \( u_t = u_{\xi t} + u_{\eta t} = -au_\xi + au_\eta \), since \( \xi_t = -a \), \( \eta_t = a \). Thus \( u_{tt} = a^2(u_{\xi\xi} - 2u_{\xi\eta} + u_{\eta\eta}) \). Substituting for \( u_{xx} \) and \( u_{tt} \) in the wave equation, we obtain \( u_{\xi\eta} = 0 \). Integrating both sides of \( u_{\eta\eta} = 0 \) with respect to \( \eta \) yields \( u_\xi(\xi,\eta) = \gamma(\xi) \) where \( \gamma \) is an arbitrary function of \( \xi \). Integrating both sides of \( u_\xi(\xi,\eta) = \gamma(\xi) \) with respect to \( \xi \) yields \( u(\xi,\eta) = \int \gamma(\xi)d\xi + \psi(\eta) = \phi(\xi) + \psi(\eta) \) where \( \psi(\eta) \) is an arbitrary function of \( \eta \) and \( \int \gamma(\xi)d\xi \) is some function of \( \xi \) denoted by \( \phi(\xi) \). Thus \( u(x,t) = u(\xi(x,t),\eta(x,t)) = \phi(x - at) + \psi(x + at) \).

14. The graph of \( y = \sin(x-at) \) for the various values of \( t \) is indicated in the figure on the next page. Note that the graph of \( y = \sin x \) is displaced to the right by the distance "at" for each value of \( t \).
Similarly, the graph of \( y = \phi(x + at) \) would be displaced to the left by a distance “at” for each \( t \). Thus \( \phi(x + at) \) represents a wave moving to the left.

16. Write the equation as \( a^2u_{xx} = u_{tt} + \alpha^2u \) and assume \( u(x,t) = X(x)T(t) \). This gives \( a^2X''T = XT'' + \alpha^2XT \), or \( \frac{X''}{X} = \frac{1}{a^2}\left(\frac{T''}{T} + \alpha^2\right) = \sigma \). The separation constant \( \sigma \) is \(-\lambda^2\) using the same arguments as in the text and earlier problems. Thus \( X'' + \lambda^2X = 0 \), \( X(0) = 0 \), \( X(L) = 0 \) and \( T'' + (\alpha^2 + \lambda^2)T = 0 \), \( T(0) = 0 \). If we let \( \beta_n^2 = \lambda_n^2a^2 + \alpha^2 \), we then have \( u_n(x,t) = \cos\beta_n t \sin\frac{n\pi x}{L} \), where \( \lambda_n = \frac{n\pi}{L} \).

Using superposition we obtain \( u(x,t) = \sum_{n=1}^{\infty} c_n \cos\beta_n t \sin\frac{n\pi x}{L} \) and thus \( u(x,0) = \sum_{n=1}^{\infty} c_n \sin\frac{n\pi x}{L} = f(x) \). Hence \( c_n \) are given by Eq. (22).

17a. We have \( u(x,t) = \phi(x-at) + \psi(x+at) \) and thus \( u_t(x,t) = -a\phi'(x-at) + a\psi'(x+at) \). Hence \( u(x,0) = \phi(x) + \psi(x) = f(x) \) and \( u_t(x,0) = -a\phi'(x) + a\psi'(x) = 0 \). Dividing the last equation by \( a \) yields the desired result.

17b. Using the hint and the first equation obtained in part (a) leads to \( \phi(x) + \psi(x) = 2\phi(x) + c = f(x) \) so \( \phi(x) = (1/2)f(x) - c/2 \) and \( \psi(x) = (1/2)f(x) + c/2 \). Hence \( u(x,t) = \phi(x - at) + \psi(x + at) = (1/2)[f(x - at) - c] + (1/2)[f(x + at) + c] = (1/2)[f(x - at) + f(x + at)] \).

17c. Substituting \( x + at \) for \( x \) in \( f(x) \) yields

\[
f(x + at) = \begin{cases} 2 & -1 < x + at < 1 \\ 0 & \text{otherwise} \end{cases}
\]

Subtracting “at” from both sides of the inequality then yields
\[ f(x + at) = \begin{cases} 
 2 & -1 - at < x < 1 - at \\
 0 & \text{otherwise} 
\end{cases} \]

18a. As in Problem 17a, we have \( u(x,0) = \phi(x) + \psi(x) = 0 \) and \( u_t(x,0) = -a\phi'(x) + a\psi'(x) = g(x) \).

18b. From part (a) we have \( \psi(x) = -\phi(x) \) which yields \(-2a\phi(x) = g(x)\) from the second equation in part a.
Integration then yields \( \phi(x) - \phi(x_0) = \frac{-1}{2a} \int_{x_0}^{x} g(\xi) d\xi \) and hence
\[ \psi(x) = (1/2a) \int_{x_0}^{x} g(\xi) d\xi - \phi(x_0). \]

18c. \( u(x,t) = \phi(x-at) + \psi(x+at) \)
\[ = -(1/2a) \left[ \int_{x_0}^{x-at} g(\xi) d\xi + \phi(x_0) + (1/2a) \int_{x_0}^{x+at} g(\xi) d\xi - \phi(x_0) \right] \]
\[ = (1/2a) \left[ \int_{x_0}^{x+at} g(\xi) d\xi - \int_{x_0}^{x-at} g(\xi) d\xi \right] \]
\[ = (1/2a) \left[ \int_{x-at}^{x+at} g(\xi) d\xi \right] \]

24. Substituting \( u(r,\theta,t) = R(r)\Theta(\theta)T(t) \) into the P.D.E. yields \( R''\Theta T + R'\Theta T/r + R\Theta''T/r^2 = R\Theta''/a^2 \) or equivalently \( R''/R + R'/rR + \Theta''/\Theta r^2 = T''/a^2T \). In order for this equation to be valid for \( 0 < r < r_0, 0 \leq \theta \leq 2\pi, t > 0 \), it is necessary that both sides of the equation be equal to the same constant \(-\sigma\). Otherwise, by keeping \( r \) and \( \theta \) fixed and varying \( t \), one side would remain unchanged while the other side varied. Thus we arrive at the two equations \( T'' + \sigma a^2 T = 0 \) and \( r^2 R''/R + rR'/R + \sigma r^2 = -\Theta''/\Theta \).
By an argument similar to the one above we conclude that both sides of the last equation must be equal to the same constant \( \delta \). This leads to the two equations \( r^2 R'' + rR' + (\sigma r^2 - \delta)R = 0 \) and \( \Theta'' + \delta \Theta = 0 \). Since the circular membrane is continuous, we must have \( \Theta(2\pi) = \Theta(0) \), which requires \( \delta = \mu^2 \), \( \mu \) a non-negative integer. The condition \( \Theta(2\pi) = \Theta(0) \) is also known as the periodicity condition. Since we also desire solutions which vary periodically in time, it is clear that the separation constant \( \sigma \) should be positive, \( \sigma = \lambda^2 \). Thus we arrive at the three equations \( r^2 R'' + rR' + (\lambda^2 r^2 - \mu^2)R = 0, \Theta'' + \mu^2 \Theta = 0, \) and \( T'' + \lambda^2 a^2 T = 0 \).
1a. Assuming that \( u(x,y) = X(x)Y(y) \) leads to the two O.D.E.
\[ X'' - \sigma X = 0, \quad Y'' + \sigma Y = 0. \]
The B.C. \( u(0,y) = 0, \quad u(a,y) = 0 \) imply that \( X(0) = 0 \) and \( X(a) = 0 \). Thus nontrivial solutions to \( X'' - \sigma X = 0 \) which satisfy these boundary conditions are possible only if \( \sigma = -(n\pi/a)^2, \quad n = 1,2,... \); the corresponding solutions for \( X(x) \) are proportional to \( \sin(n\pi x/a) \). The B.C. \( u(x,0) = 0 \) implies that \( Y(0) = 0 \). Solving \( Y'' - (n\pi/a)^2 Y = 0 \) subject to this condition we find that \( Y(y) \) must be proportional to \( \sinh(n\pi y/a) \). The fundamental solutions are then \( u_n(x,y) = \sin(n\pi x/a)\sinh(n\pi y/a), \quad n = 1,2,..., \) which satisfy Laplace's equation and the homogeneous B.C. We assume that \( u(x,y) = \sum_{n=1}^{\infty} c_n \sin(n\pi x/a)\sinh(n\pi y/a) \), where the coefficients \( c_n \) are determined from the B.C.

\[ u(x,b) = g(x) = \sum_{n=1}^{\infty} c_n \sin(n\pi x/a)\sinh(n\pi b/a). \]
It follows that
\[ c_n \sinh(n\pi b/a) = (2/a) \int_0^a g(x) \sin(n\pi x/a) \, dx, \quad n = 1,2,... \]

1b. Substituting for \( g(x) \) in the equation for \( c_n \) we have
\[ c_n \sinh(n\pi b/a) = (2/a) \left[ \int_0^{a/2} x \sin(n\pi x/a) \, dx + \int_{a/2}^a (a-x) \sin(n\pi x/a) \, dx \right] = [4a \sin(n\pi/2)]/n^2\pi^2, \quad n = 1,2,..., \]
so \( c_n = [4a \sin(n\pi/2)]/[n^2\pi^2\sinh(n\pi b/a)] \). Substituting these values for \( c_n \) in the above series yields the desired solution.

1c. [Diagrams of solutions]
1d.

2. In solving the D.E. $Y'' - \lambda^2 Y = 0$, one normally writes $Y(y) = c_1 \sinh \lambda y + c_2 \cosh \lambda y$. However, since we have $Y(b) = 0$, it is advantageous to rewrite $Y$ as $Y(y) = d_1 \sinh \lambda (b-y) + d_2 \cosh \lambda (b-y)$, where $d_1$, $d_2$ are also arbitrary constants and can be related to $c_1$, $c_2$ using the appropriate hyperbolic trigonometric identities. The important thing, however, is that the second form also satisfies the D.E. and thus $Y(y) = d_1 \sinh \lambda (b-y)$ satisfies the D.E. and the homogeneous B.C. $Y(b) = 0$. The rest of the problem follows the pattern of Problem 1.

3a. Let $u(x,y) = v(x,y) + w(x,y)$, where $u$, $v$ and $w$ all satisfy Laplace’s Eq., $v(x,y)$ satisfies the conditions in Eq. (4) and $w(x,y)$ satisfies the conditions of Problem 2.

4. Following the pattern of Problem 3, one could consider adding the solutions of four problems, each with only one non-homogeneous B.C. It is also possible to consider adding the solutions of only two problems, each with only two non-homogeneous B.C., as long as they involve the same variable. For instance, one such problem would be $u_{xx} + u_{yy} = 0$, $u(x,0) = 0$, $u(x,b) = 0$, $u(0,y) = k(y)$, $u(a,y) = f(y)$, which has the fundamental solutions $u_n(x,y) = [c_n \sinh(n\pi x/b) + d_n \cosh(n\pi x/b)] \sin(n\pi y/b)$.

Assuming $u(x,y) = \sum_{n=1}^{\infty} u_n(x,y)$ and using the B.C. $u(0,y) = k(y)$ we obtain $d_n = (2/b) \int_0^b k(y) \sin(n\pi y/b) dy$.

Using the B.C. $u(a,y) = f(y)$ we obtain $c_n \sinh(n\pi a/b) + d_n \cosh(n\pi a/b) = (2/b) \int_0^b f(y) \sin(n\pi y/b) dy$, which can be solved for $c_n$, since $d_n$ is already known. The second problem, in this approach, would be $u_{xx} + u_{yy} = 0$, $u(x,0) = h(x)$, $u(x,b) = g(x)$, $u(0,y) = 0$ and $u(a,y) = 0$. This has the fundamental solutions
\[ u_n(x, y) = [a_n\sinh(n\pi y/a) + b_n\cosh(n\pi y/a)]\sin(n\pi x/a), \text{ so that} \]
\[ u(x, y) = \sum_{n=1}^{\infty} u_n(x, y). \text{ Thus } u(x, 0) = h(x) \text{ gives} \]
\[ b_n = \frac{2}{a} \int_0^a h(x)\sin(n\pi x/a)dx \]
\[ \text{and } u(x, b) = g(x) \text{ gives} \]
\[ a_n\sinh(n\pi b/a) + b_n\cosh(n\pi b/a) = \frac{2}{a} \int_0^a g(x)\sin(n\pi x/a)dx, \text{ which can be solved for } a_n \text{ since } b_n \text{ is known.} \]

5. Using Eq. (20) and following the same arguments as presented in the text, we find that \( R(r) = k_1 r^n + k_2 r^{-n} \) and \( \Theta(\theta) = c_1 \sin n\theta + c_2 \cos n\theta \), for \( n \) a positive integer, and \( u_0(r, \theta) = 1 \) for \( n = 0 \). Since we require that \( u(r, \theta) \) be bounded as \( r \to \infty \), we conclude that \( k_1 = 0 \). The fundamental solutions are therefore
\[ u_n(r, \theta) = r^{-n}\cos n\theta, \quad v_n(r, \theta) = r^{-n}\sin n\theta, \quad n = 1, 2, \ldots \]

Together with \( u_0(r, \theta) = 1 \). Assuming that \( u \) can be expressed as a linear combination of the fundamental solutions we have
\[ u(r, \theta) = c_0/2 + \sum_{n=1}^{\infty} r^{-n}(c_n\cos n\theta + k_n\sin n\theta). \]

The B.C. requires that
\[ u(a, \theta) = c_0/2 + \sum_{n=1}^{\infty} a^{-n}(c_n\cos n\theta + k_n\sin n\theta) = f(\theta) \text{ for } 0 \leq \theta < 2\pi. \]

This is precisely the Fourier series representation for \( f(\theta) \) of period \( 2\pi \) and thus
\[ a^{-n}c_n = \frac{1}{\pi} \int_0^{2\pi} f(\theta)\cos n\theta d\theta, \quad n = 0, 1, 2, \ldots \]
\[ a^{-n}k_n = \frac{1}{\pi} \int_0^{2\pi} f(\theta)\sin n\theta d\theta, \quad n = 1, 2, \ldots \]

7. Again we let \( u(r, \theta) = R(r)\Theta(\theta) \) and thus we have
\[ r^2R'' + rR' - \sigma R = 0 \text{ and } \Theta'' + \sigma \Theta = 0, \text{ with } R(0) \text{ bounded and the B.C. } \Theta(0) = \Theta(\alpha) = 0. \]
For \( \sigma \leq 0 \) we find that \( \Theta(0) \equiv 0, \) so we let \( \sigma = \lambda^2 \) (\( \lambda^2 \) real) and thus \( \Theta(\theta) = c_1 \cos \lambda \theta + c_2 \sin \lambda \theta. \) The B.C. \( \Theta(0) = 0 \rightarrow c_1 = 0 \text{ and the B.C. } \Theta(\alpha) = 0 \rightarrow \lambda = n\pi/\alpha, \quad n = 1, 2, \ldots \)

Substituting these values into Eq. (31) we obtain \( R(r) = k_1 r^{\pi\alpha/\lambda} + k_2 r^{-\pi\alpha/\lambda}. \) However \( k_2 = 0 \) since \( R(0) \) must be bounded, and thus the fundamental solutions are \( u_n(r, \theta) = r^{\pi\alpha/\lambda}\sin(n\pi \theta/\alpha). \) The desired solution may now be formed using previously discussed procedures.
8a. Separating variables, as before, we obtain
\[ X'' + \lambda^2 X = 0, \quad X(0) = 0, \quad X(a) = 0 \]
and
\[ Y'' - \lambda^2 Y = 0, \quad Y(y) \text{ bounded as } y \to \infty. \]
Thus \( X(x) = \sin(n\pi x/a), \) and \( \lambda^2 = (n\pi/a)^2. \)
However, since neither \( \sin hy \) nor \( \cos hy \) are bounded as \( y \to \infty, \)
we must write the solution to \( Y'' - (n\pi/a)^2 Y = 0 \) as
\[ Y(y) = c_1 \exp[n\pi y/a] + c_2 \exp[-n\pi y/a]. \]
Thus we must choose \( c_1 = 0 \) so that \( u(x,y) = X(x)Y(y) \to 0 \) as \( y \to \infty. \) The
fundamental solutions are then
\[ u_n(x,y) = e^{-n\pi y/a} \sin(n\pi x/a). \]

8b. \( c_n = \frac{2}{a} \int_0^a (a-x) \sin \frac{n\pi x}{a} \, dx = \frac{4a^2}{n^3 \pi^3} (1 - \cos n\pi) \)

8c. Using just the first term and letting \( a = 5, \) we have
\[ u(x,y) = \frac{200}{\pi^3} e^{-\pi y/5} \sin \frac{\pi x}{5}, \]
which, for a fixed \( y, \) has a maximum
at \( x = 5/2 \) and thus we need to find \( y \) such that
\[ u(5/2,y) = \frac{200}{\pi^3} e^{-\pi y/5} = .1. \]
Taking the logarithm of both sides and solving for \( y \) yields \( y_0 = 6.6315. \) With an equation solver, more terms can be used. However, to four decimal places, three terms yield the same result as above.

13a. Assuming that \( u(x,y) = X(x)Y(y) \) and substituting into
Eq. (1) leads to the two O.D.E. \( X'' - \sigma X = 0, \)
\( Y'' + \sigma Y = 0. \)
The B.C. \( u(x,0) = 0, \) \( u_y(x,b) = 0 \) imply that \( Y(0) = 0 \) and
\( Y'(b) = 0. \) For nontrivial solutions to exist for
\( Y'' + \sigma Y = 0 \) with these B.C. we find that \( \sigma \) must take the
values \( (2n-1)^2 \pi^2/4b^2, \) \( n = 1,2,...; \) the corresponding
solutions for \( Y(y) \) are proportional to \( \sin[(2n-1)\pi y/2b]. \)
Solutions to \( X'' - [(2n-1)^2 \pi^2/4b^2]X = 0 \) are of the form
\( X(x) = \sinh[(2n-1)\pi x/2b] + \cosh[(2n-1)\pi x/2b]. \)
However, the boundary condition \( u(0,y) = 0 \) implies that
\( X(0) = B = 0. \) It follows that the fundamental solutions
are \( u_n(x,y) = c_n \sinh[(2n-1)\pi x/2b] \sin[(2n-1)\pi y/2b], \)
\( n = 1,2,... . \) To satisfy the remaining B.C. at \( x = a \) we
assume that we can represent the solution \( u(x,y) \) in the
form
\[ u(x,y) = \sum_{n=1}^{\infty} c_n \sinh[(2n-1)\pi x/2b] \sin[(2n-1)\pi y/2b]. \]
The coefficients \( c_n \) are determined by the B.C.
\[ u(a,y) = \sum_{n=1}^{\infty} c_n \sinh \left( \frac{(2n-1)\pi a}{2b} \right) \sin \left( \frac{(2n-1)\pi y}{2b} \right) = f(y). \]

By properly extending \( f \) as a periodic function of period 4b as in Problem 39, Section 10.4, we find that the coefficients \( c_n \) are given by

\[ c_n \sinh \left( \frac{(2n-1)\pi a}{2b} \right) = \frac{2}{b} \int_{0}^{b} f(y) \sin \left( \frac{(2n-1)\pi y}{2b} \right) dy, \]

\( n = 1, 2, \ldots \).
CHAPTER 11
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2. Since the B.C. at \( x = 1 \) is nonhomogeneous, the B.V.P. is nonhomogeneous.

4. The D.E. may be written \( y'' + (\lambda - x^2) y = 0 \) and is thus homogeneous, as are both B.C.

5. Since the D.E. contains the nonhomogeneous term 1, the B.V.P. is nonhomogeneous.

9. If \( \lambda = 0 \), then \( y(x) = c_1 x + c_2 \) and thus \( y(0) = c_2 \), \( y(1) = c_1 + c_2 \), \( y'(0) = c_1 \) and \( y'(1) = c_1 \). Hence the B.C. yield the two equations \( c_2 - c_1 = 0 \) and \( c_1 + c_2 + c_1 = 0 \) which give \( c_1 = c_2 = 0 \) and thus \( \lambda = 0 \) is not an eigenvalue.

If \( \lambda > 0 \), the general solution of the D.E. is \( y = c_1 \sin \sqrt{\lambda} x + c_2 \cos \sqrt{\lambda} x \). The B.C. require that

\[
\begin{align*}
c_2 - \sqrt{\lambda} c_1 &= 0, \\
(\sin \sqrt{\lambda} + \sqrt{\lambda} \cos \sqrt{\lambda}) c_1 + (\cos \sqrt{\lambda} - \sqrt{\lambda} \sin \sqrt{\lambda}) c_2 &= 0.
\end{align*}
\]

In order to have nontrivial solutions \( \lambda \) must satisfy

\[
(\lambda-1) \sin \sqrt{\lambda} - 2 \sqrt{\lambda} \cos \sqrt{\lambda} = 0.
\]

In this case \( c_2 = \sqrt{\lambda} c_1 \) and thus \( \phi_n = \sin \sqrt{\lambda_n} x + \sqrt{\lambda_n} \cos \sqrt{\lambda_n} x \). If \( \lambda \neq 1 \), the eigenvalue equation is equivalent to \( \tan \sqrt{\lambda} = 2 \sqrt{\lambda} / (\lambda-1) \) and thus by graphing \( f(\sqrt{\lambda}) = \tan \sqrt{\lambda} \) and \( g(\sqrt{\lambda}) = 2 \sqrt{\lambda} / (\lambda-1) \) we can estimate the eigenvalues. Since \( g(\sqrt{\lambda}) \) has a vertical asymptote at \( \lambda = 1 \) and \( f(\sqrt{\lambda}) \) has a vertical asymptote at \( \sqrt{\lambda} = \pi/2 \), we see that \( 1 < \sqrt{\lambda_1} < \pi/2 \).

By iterating numerically, we find \( \sqrt{\lambda_1} \approx 1.30655 \) and thus \( \lambda_1 \approx 1.7071 \). The second eigenvalue will lie to the right of \( \pi \), the second zero of \( \tan \sqrt{\lambda} \). Again iterating numerically, we find \( \sqrt{\lambda_2} \approx 3.6732 \) and thus \( \lambda_2 \approx 13.4924 \). For large values of \( n \), we see from the graph that \( \sqrt{\lambda_n} \approx (n-1)\pi \), which are the zeros of \( \tan \sqrt{\lambda} \). Thus \( \lambda_n \approx (n-1)^2 \pi^2 \) for large \( n \).

For \( \lambda < 0 \), the discussion follows the pattern of Example 1 yielding \( y(x) = c_1 \sinh \sqrt{\mu} x + c_2 \cosh \sqrt{\mu} x \). The B.C. then yield

\[
\begin{align*}
c_2 - \sqrt{\mu} c_1 &= 0, \\
(\sinh \sqrt{\mu} + \sqrt{\mu} \cosh \sqrt{\mu}) c_1 + (\cosh \sqrt{\mu} + \sqrt{\mu} \sinh \sqrt{\mu}) c_2 &= 0,
\end{align*}
\]

which
have a non-zero solution if and only if
\((\mu+1)\sinh\sqrt{\mu} + 2\sqrt{\mu} \cosh\sqrt{\mu} = 0\). By plotting \(y = \tanh\sqrt{\mu}\) and
\(y = -2\sqrt{\mu}/(\mu+1)\) we see that they intersect only at \(\mu = 0\), and
thus there are no negative eigenvalues.

10. If \(\lambda = 0\), the general solution of the D.E. is
\(y = c_1 + c_2 x\). The B.C. \(y(0) + y'(0) = 0\) requires
\(c_1 + c_2 = 0\) and the B.C. \(y(1) = 0\) requires \(c_1 + c_2 = 0\)
and thus \(\lambda = 0\) is an eigenvalue with corresponding
eigenfunction \(\phi_0(x) = 1-x\).

If \(\lambda < 0\), set \(-\lambda = \mu^2\) to obtain
\(y = c_1 \cos \mu x + c_2 \sin \mu x\).
In this case the B.C. require \(c_1 + \mu c_2 = 0\) and
\(c_1 \cos \mu + c_2 \sin \mu = 0\) which yields nontrivial solutions for \(c_1\)
and \(c_2\) (i.e., \(c_1 = -\mu c_2\)) if and only if \(\tan \mu = \mu\). By
plotting on the same graph \(f(\mu) = \mu\) and \(g(\mu) = \tan \mu\), we see
that they intersect at \(\mu_0 = 0\) (\(\mu = 0 \to \lambda = 0\), which has
already been discussed), \(\mu_1 \equiv 4.49341\) (which is just to the
left of the vertical asymptote of \(\tan \mu\) at \(\mu = 3\pi/2\),
\(\mu_2 \equiv 7.72525\) (which is just to the left of the vertical
asymptote of \(\tan \mu\) at \(\mu = 5\pi/2\) and for larger values
\(\mu_n \equiv (2n+1)\pi/2\). Since \(\lambda_n = -\mu_n^2\), we have \(\lambda_1 \equiv -20.1907\),
\(\lambda_2 = -59.6795\), \(\lambda_n \equiv -(2n+1)^2\pi^2/4\) and \(\phi_n = \sin \mu_n x - \mu_n \cos \mu_n x\).

If \(\lambda > 0\), the general solution of the D.E. is
\(y(x) = c_1 \cosh \sqrt{\lambda} x + c_2 \sinh \sqrt{\lambda} x\). The B.C. respectively
require that \(c_1 + \sqrt{\lambda} c_2 = 0\) and \(c_1 \cosh \sqrt{\lambda} + c_2 \sinh \sqrt{\lambda} = 0\) and
thus \(\lambda\) must satisfy \(\tanh \sqrt{\lambda} = \sqrt{\lambda}\) in order to have
nontrivial solutions. The only solution of this equation is
\(\lambda = 0\) and thus there are no positive eigenvalues.

11a. From Eq.(i) the coefficient of \(y'\) is \(\mu Q\) and from Eq.(ii) the
coefficient of \(y'\) is \((\mu P)'\). Thus \((\mu P)' = \mu Q\), which gives
Eq.(iii).

11b. Eq.(iii) is both linear and separable. Using the latter
approach we have \(\frac{d\mu}{\mu} = \frac{[Q(s)/P(s)]}{P(s)}dx\) and thus
\(\ln \mu = \int_{x_0}^{x} [Q(s)/P(s)]ds - \ln P\). Taking the exponential of
both sides yields Eq.(iv). The choice of \(x_0\) simply alters
the constant of integration, which is immaterial here.
13. Since \( P(x) = x^2 \) and \( Q(x) = x \), we find that

\[
\mu(x) = (1/x^2) \exp\left[ \int_0^x (s/s^2)ds \right] = k/x,
\]

where \( k \) is an arbitrary constant which may be set equal to 1. It follows that Bessel’s equation takes the form

\[(xy')' + (x^2-u^2/x)y = 0.\]

18a. Assuming \( y = s(x)u \), we have \( y' = s'u + su' \) and

\[y'' = s''u + 2s'u' + su''\]

and thus the D.E. becomes

\[su'' + (2s'+4s)u' + [s'' + 4s' + (4+9\lambda)s]u = 0.\]

Setting \( 2s' + 4s = 0 \) we find \( s(x) = e^{-2x} \) and the D.E. becomes

\[u'' + 9\lambda u = 0.\]

The B.C. \( y(0) = 0 \) yields \( s(0)u(0) = 0 \), or \( u(0) = 0 \) since \( s(0) \neq 0 \). The B.C. at \( L \) is \( y'(L) = s'(L)u(L) + s(L)u'(L) = e^{-2L}(-2u(L) + u'(L)) = 0 \) and thus \( u'(L) - 2u(L) = 0 \). Thus the B.V.P. satisfied by \( u(x) \) is

\[u'' + 9\lambda u = 0, \ u(0) = 0, \ u'(L) = 0.\]

If \( \lambda < 0 \), the general solution of the D.E. \( u'' + 9\lambda u = 0 \) is \( u = c_1 \sinh 3\mu x + c_2 \cosh 3\mu x \) where \( -\mu^2 = \lambda \). The B.C. require that \( c_2 = 0, \ c_1 (3\mu \cosh 3\mu L - 2 \sinh 3\mu L) = 0 \). In order to have nontrivial solutions \( \mu \) must satisfy the equation \( 3\mu/2 = \tanh 3\mu L \). A graphical analysis reveals that for \( L \leq 1/2 \) this equation has no solutions for \( \mu \neq 0 \) so there are no negative eigenvalues for \( L \leq 1/2 \). If \( L > 1/2 \) there is one solution and hence one negative eigenvalue with eigenfunction \( \phi_{-1}(x) = e^{-2x} \sinh 3\mu x \).

If \( \lambda = 0 \), the general solution of the D.E. \( u'' + 9\lambda u = 0 \) is \( u = c_1 + c_2x \). The B.C. require that \( c_1 = 0, \ c_2 (1-2L) = 0 \) so nontrivial solutions are possible only if \( L = 1/2 \). In this case the eigenfunction is \( \phi_0(x) = xe^{-2x} \).

If \( \lambda > 0 \), the general solution of the D.E. \( u'' + 9\lambda u = 0 \) is \( u = c_1 \sin 3\sqrt{\lambda} x + c_2 \cos 3\sqrt{\lambda} x \). The B.C. require that \( c_2 = 0, \ c_1 (3\sqrt{\lambda} \cos 3\sqrt{\lambda} L - 2 \sin 3\sqrt{\lambda} L) = 0 \). In order to have nontrivial solutions \( \lambda \) must satisfy the equation \( \sqrt{\lambda} = (2/3) \tan 3\sqrt{\lambda} L \). A graphical analysis reveals that there is an infinite number of solutions to this eigenvalue equation. Thus the eigenfunctions are \( \phi_n(x) = e^{-2x} \sin 3\sqrt{\lambda_n} x \) where the eigenvalues \( \lambda_n \) satisfy \( \sqrt{\lambda_n} = (2/3) \tan 3\sqrt{\lambda_n} L \).

20. This is an Euler equation whose characteristic equation has roots \( r_1 = \lambda \) and \( r_2 = 1 \). If \( \lambda = 1 \) the general solution of the D.E. is \( y = c_1 x + c_2 x \ln x \) and the B.C.
require that $c_1 = c_2 = 0$ and thus $\lambda = 1$ is not an eigenvalue. If $\lambda \neq 1$, $y = c_1 x + c_2 x^\lambda$ is the general solution and the B.C. require that $c_1 + c_2 = 0$ and $2c_1 + c_2^2 - (c_1 + \lambda c_2^{2\lambda}) = 0$. Thus nontrivial solutions exist if and only if $\lambda = 2(1-2^{-\lambda})$. The graphs of $f(\lambda) = \lambda$ and $g(\lambda) = 2(1-2^{-\lambda})$ intersect only at $\lambda = 1$ (which has already been discussed) and $\lambda = 0$. Thus the only eigenvalue is $\lambda = 0$ with corresponding eigenfunction $\phi(x) = x - 1$ (since $c_1 = -c_2$).

22a. For positive $\lambda$, the general solution of the D.E. is $y = c_1 \sin \sqrt{\lambda} x + c_2 \cos \sqrt{\lambda} x$. The B.C. require that $\sqrt{\lambda} c_1 + \alpha c_2 = 0$, $c_1 \sin \sqrt{\lambda} + c_2 \cos \sqrt{\lambda} = 0$. Nontrivial solutions exist if and only if $\sqrt{\lambda} \cos \sqrt{\lambda} - \alpha \sin \sqrt{\lambda} = 0$. If $\alpha = 0$ this equation is satisfied by the sequence $\lambda_n = [(2n-1)\pi/2]^2$, $n = 1, 2, \ldots$. If $\alpha \neq 0$, $\lambda$ must satisfy the equation $\sqrt{\lambda}/\alpha = \tan \sqrt{\lambda}$. A plot of the graphs of $f(\sqrt{\lambda}/\alpha) = \sqrt{\lambda}/\alpha$ and $g(\sqrt{\lambda}/\alpha) = \tan \sqrt{\lambda}$ reveals that there is an infinite sequence of positive eigenvalues for $\alpha < 0$ and $\alpha > 0$.

22b. By procedures shown previously, the cases $\lambda < 0$ and $\lambda = 0$, when $\alpha < 1$, lead to only the trivial solution and thus by part a all real eigenvalues are positive. For $0 < \alpha < 1$, the graphs of $f(\sqrt{\lambda})$ and $g(\sqrt{\lambda})$ (see part a) intersect once on $0 < \sqrt{\lambda} < \pi/2$. As $\alpha$ approaches 1 from below, the slope of $f(\sqrt{\lambda})$ decreases and thus the intersection point approaches zero.

22c. If $\lambda = 0$, then $y(x) = c_1 + c_2 x$ and the B.C. yield $\alpha c_1 + c_2 = 0$ and $c_1 + c_2 = 0$, which have a non-zero solution if and only if $\alpha = 1$.

22d. Let $-\lambda = \mu^2$, then $y(x) = c_1 \cosh \mu x + c_2 \sinh \mu x$ and thus the B.C. yield $\alpha c_1 + \mu c_2 = 0$ and $(\cosh \mu) c_1 + (\sinh \mu) c_2 = 0$, which have non-zero solutions if and only if $\tanh \mu = \mu/\alpha$. For $\alpha > 1$, the straight line $y = \mu/\alpha$ intersects the curve $y = \tanh \mu$ in one point, which increases as $\alpha$ increases. Thus $\lambda = -\mu^2$ decreases as $\alpha$ increases.

23. Using the D.E. $\phi_m$ and following the hint yields:
$\lim_{m \to \infty} \int_0^L \phi''_m \phi_n dx + \lambda_m \int_0^L \phi_m \phi_n dx = 0$. Integrating the first term by
parts yields: \( \phi_m' \phi_n \big|_0^L - \int_0^L \phi_m' \phi_n' \, dx = -\lambda_m \int_0^L \phi_m \phi_n \, dx \). Upon utilizing the B.C. the first term on the left vanishes and thus
\[ \int_0^L \phi_m' \phi_n' \, dx = \lambda_m \int_0^L \phi_m \phi_n \, dx. \]
Similarly, the D.E. for \( \phi_n \) yields
\[ \int_0^L \phi_n' \phi_m' \, dx = \lambda_n \int_0^L \phi_n \phi_m \, dx \]
and thus \((\lambda_n - \lambda_m) \int_0^L \phi_m \phi_n \, dx = 0\). If \( \lambda_n \neq \lambda_m \) the desired result follows.

24b. The general solution of the D.E. is
\[ y = c_1 \sin \mu x + c_2 \cos \mu x + c_3 \sinh \mu x + c_4 \cosh \mu x \]
where \( \lambda = \mu^4 \). The B.C. require that \( c_2 + c_4 = 0 \), \( -c_2 + c_4 = 0 \),
\( c_1 \sin \mu L + c_2 \cos \mu L + c_3 \sinh \mu L + c_4 \cosh \mu L = 0 \), and
\( c_1 \cos \mu L - c_2 \sin \mu L + c_3 \cosh \mu L + c_4 \sinh \mu L = 0 \). The first two equations yield \( c_2 = c_4 = 0 \), and the last two have nontrivial solutions if and only if \( \sin \mu L \cosh \mu L - \cos \mu L \sinh \mu L = 0 \). In this case the third equation yields \( c_3 = -c_3 \sin \mu L / \sinh \mu L \) and thus the desired eigenfunctions are obtained. The quantity \( \mu L \) can be approximated by finding the intersection of \( f(x) = \tan x \) and \( g(x) = \tanh x \), where \( x = \mu L \). The first intersection is at \( x \approx 3.9266 \), which gives \( \lambda_1 \approx 237.72/L^4 \) and the second intersection is at \( x \approx 7.0686 \), which gives \( \lambda_2 \approx 2,496.5/L^4 \).
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1. We have \( y(x) = c_1 \cos \sqrt{\lambda} x + c_2 \sin \sqrt{\lambda} x \) and thus \( y(0) = 0 \) yields \( c_1 = 0 \) and \( y'(1) = 0 \) yields \( \sqrt{\lambda} c_2 \cos \sqrt{\lambda} = 0 \). \( \lambda = 0 \) gives \( y(x) = 0 \), so is not an eigenvalue. Otherwise \( \lambda = (2n-1)^2 \pi^2 / 4 \) and the eigenfunctions are \( \sin [(2n-1) \pi x / 2] \), \( n = 1,2,\ldots \). Thus, by Eq.(20), we must choose \( k_n \) so that
\[ \int_0^1 [k_n \sin [(2n-1) \pi x / 2]]^2 \, dx = 1, \]
since the weight function \( r(x) = 1 \) (by comparing the D.E. to Eq.(1)). Evaluating the integral yields \( k_n^2 / 2 = 1 \) and thus \( k_n = \sqrt{2} \) and the desired normalized eigenfunctions are obtained.

3. Note here that \( \phi_0(x) = 1 \) satisfies Eq.(20) and hence it is already normalized.

5. From Problem 17 of Section 11.1 we have \( e^{\pm \sin \pi x} \), \( n = 1,2,\ldots \) as the eigenfunctions and thus \( k_n \) must be chosen so that \( \int_0^1 r(x) k_n^2 e^{2 \pi \sin^n \pi x} \, dx = 1. \) To determine \( r(x) \), we must write the D.E. in the form of Eq.(1). That is, we multiply
the D.E. by \( r(x) \) to obtain \( ry'' - 2ry' + ry + \lambda ry = 0 \). Now choose \( r \) so that \( (ry')' = ry'' - 2ry' \), which yields \( r' = -2r \) or \( r(x) = e^{-2x} \). Thus the above integral becomes
\[
\int_0^1 k^2 \sin^2 nx \, dx = 1 \quad \text{and} \quad k_n = \sqrt{2}.
\]
Hence \( \phi_n(x) = \sqrt{2} e^{x} \sin nx \) are the normalized eigenfunctions.

7. Using Eq.(34) with \( r(x) = 1 \), we find that the coefficients of the series (32) are determined by
\[
a_n = (f, \phi_n) = \sqrt{2} \int_0^1 x \sin((2n-1)\pi x/2) \, dx
\]
\[
= (4\sqrt{2}/(2n-1)^2\pi^2) \sin((2n-1)\pi/2).
\]
Thus Eq.(32) yields
\[
f(x) = \frac{4\sqrt{2}}{\pi^2} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{(2n-1)^2} \sqrt{2} \sin((2n-1)\pi x/2), \quad 0 \leq x \leq 1,
\]
which agrees with the expansion using the approach developed in Problem 39 of Section 10.4.

10. In this case \( \phi_n(x) = (\sqrt{2}/\alpha_n) \cos \sqrt{\lambda_n} x \), where \( \alpha_n = (1 + \sin^2 \sqrt{\lambda_n})^{1/2} \). Thus Eq.(34) yields
\[
a_n = (\sqrt{2}/\alpha_n) \int_0^1 \cos \sqrt{\lambda_n} x \, dx = \sqrt{2} \sin \sqrt{\lambda_n} / \alpha_n \sqrt{\lambda_n}.
\]

14. In this case \( L[y] = y'' + y' + 2y \) is not of the form shown in Eq.(3) and thus the B.V.P. is not self adjoint.

17. In this case \( L[y] = [(1+x^2)y']' + y \) and thus the D.E. has the form shown in Eq.(3). However, the B.C. are not separated and thus we must determine by integration whether Eq.(8) is satisfied. Therefore, for \( u \) and \( v \) satisfying the B.C., integration by parts yields the following:
\[
(L[u],v) = \int_0^1 [(1+x^2)u']' + u \, dx = \int_0^1 v(1+x^2) \, dx - \int_0^1 [(1+x^2)v']' + v \, dx
\]
\[
= \int_0^1 [(1+x^2)v']' + v \, dx
\]
since the integrated terms add to zero with the given B.C. Thus the B.V.P. is self-adjoint.

21a. Substituting \( \phi \) for \( y \) in the D.E., multiplying both sides by \( \phi \), and integrating form 0 to 1 yields
\[
\int_0^1 r\phi^2 \, dx = \int_0^1 [-p(x)\phi']' + q(x)\phi^2 \, dx.
\]
Integrating the first term on the right side once by parts, we obtain
\[ \int_0^1 r \phi^2 \, dx = -p(1)\phi'(1)\phi(1) + p(0)\phi'(0)\phi(0) + \int_0^1 (p\phi'^2 + q\phi^2) \, dx. \]

If \( a_2 \neq 0, b_2 \neq 0 \), then \( \phi'(1) = -\frac{b_1}{b_2} \phi(1) \) and \( \phi'(0) = -\frac{a_1}{a_2} \phi(0) \) and the result follows. If \( a_2 = 0 \), then \( \phi(0) = 0 \) and the boundary term at 0 will be missing. A similar result is obtained if \( b_2 = 0 \).

21b. From the text, \( p(x) > 0 \) and \( r(x) > 0 \) for \( 0 \leq x \leq 1 \) (following Eq.(4)). If \( q(x) \geq 0 \) and if \( \frac{b_1}{b_2} \) and \( -\frac{a_1}{a_2} \) are non-negative, then all terms in the final equation of part a are non-negative and thus \( \lambda \) must be non-negative. Note that \( \lambda \) could be zero if \( q(x) = 0, b_1 = 0, a_1 = 0 \) and \( \phi(x) = 1 \).

21c. If either \( q(x) \neq 0 \) or \( a_1 \neq 0 \) or \( b_1 \neq 0 \), there is at least one positive term on the right and thus \( \lambda \) must be positive.

23a. Using \( \phi(x) = U(x) + iV(x) \) in Eq.(4) we have
\[ L[\phi] = L[U(x) + iV(x)] = \lambda r(x)[U(x) + iV(x)]. \]
Using the linearity of \( L \) and the fact that \( \lambda \) and \( r(x) \) are real we have
\[ L[U(x)] + iL[V(x)] = \lambda r(x)U(x) + i\lambda r(x)V(x). \]
Equating the real and imaginary parts shows that both \( U \) and \( V \) satisfy Eq.(1). The B.C. Eq.(2) are also satisfied by both \( U \) and \( V \), using the same arguments, and thus both \( U \) and \( V \) are eigenfunctions.

23b. By Theorem 11.2.3 each eigenvalue \( \lambda \) has only one linearly independent eigenfunction. By part a we have \( U \) and \( V \) being eigenfunctions corresponding to \( \lambda \) and thus \( U \) and \( V \) must be linearly dependent.

23c. From part b we have \( V(x) = cU(x) \) and thus
\[ \phi(x) = U(x) + icU(x) = (1+ic)U(x). \]

24. This is an Euler equation, so for \( y = x^r \) we have
\[ r^2 - (\lambda+1)r + \lambda = 0 \text{ or } (r-1)(r-\lambda) = 0. \]
If \( \lambda = 1 \), the general solution to the D.E. is \( y = c_1 x + c_2 x \ln x \). The B.C. require that \( c_1 = 0, 2c_1 + 2(\ln 2)c_2 = 0 \) so \( c_1 = c_2 = 0 \) and \( \lambda = 1 \) is not an eigenvalue. If \( \lambda \neq 1 \), the general solution to the D.E. is \( y = c_1 x + c_2 x^\lambda \). The B.C. require that \( c_1 + c_2 = 0 \) and \( 2c_1 + 2\lambda c_2 = 0 \). Nontrivial solutions exist if and only if \( 2\lambda - 2 = 0 \). If \( \lambda \) is real, this equation has no solution (other than \( \lambda = 1 \)) and again \( y = 0 \) is the only solution to the boundary value problem. Suppose that \( \lambda = a + bi \) with \( b \neq 0 \). Then \( 2\lambda = 2^a + 2^b = 2^a 2^b = 2^a \exp(ib \ln 2) \), which upon substitution into \( 2\lambda = 2 \) yields the equation...
exp(ibr\ln 2) = 2^{-a}. Since \( e^{ix} = \cos x + i\sin x \), it follows that 
\( \cos (b\ln 2) = 2^{-a} \) and \( \sin (b\ln 2) = 0 \), which yield \( a = 1 \) and 
\( b(\ln 2) = 2\pi n \) or \( b = 2\pi n/\ln 2, \ n = \pm 1, \pm 2, \ldots \). Thus the only 
eigenvalues of the problem are 
\( \lambda_n = 1 + i(2\pi n/\ln 2), \ n = \pm 1, \pm 2, \ldots \).

25b. For \( \lambda \leq 0 \), there are no eigenfuctions. For \( \lambda > 0 \) the 
general solution of the D.E. is 
y = c_1 + c_2x + c_3\sin \sqrt{\lambda} x + c_4\cos \sqrt{\lambda} x. \) 
The B.C. require that 
c_1 + c_4 = 0, \ c_4 = 0, \ c_1 + c_2x + c_3\sin \sqrt{\lambda} x + c_4\cos \sqrt{\lambda} x = 0,
and 
c_2 + \sqrt{\lambda} c_3\cos \sqrt{\lambda} x - \sqrt{\lambda} c_4\sin \sqrt{\lambda} x = 0. \) Thus \( c_1 = c_4 = 0 \)
and for nontrivial solutions to exist \( \lambda \) must satisfy the equation 
\( \sqrt{\lambda} L\cos \sqrt{\lambda} x - \sin \sqrt{\lambda} x = 0. \) In this case 
c_2 = (-\sqrt{\lambda} \cos \sqrt{\lambda} x)(c_1) \) and it follows that the 
eigenfunction \( \phi_1 \) is given by 
\( \phi_1(x) = \sin(\sqrt{\lambda_1} x) - \sqrt{\lambda_1} x\cos \sqrt{\lambda_1} x \) where \( \lambda_1 \) is the 
smallest positive solution of the equation 
\( \sqrt{\lambda} L = \tan \sqrt{\lambda} x \). A graphical or numerical estimate of \( \lambda_1 \) 
reveals that \( \lambda_1 \approx (4.4934)^2/L^2 \).

25c. Assuming \( \lambda \neq 0 \) the eigenvalue equation is 
2(1 - \cos x) = xsinx, where \( x = \sqrt{\lambda} L \). Graphing 
f(x) = 2(1 - \cos x) and g(x) = xsinx we see that there is an 
intersection for \( 6 < x < 7 \). Since both f(x) and g(x) are 
zero for \( x = 2\pi \), this then is the precise root and thus 
\( \lambda_1 = (2\pi)^2/L^2 \). In addition, it appears there might be an 
intersection for \( 0 < x < 1 \). Using a Taylor series 
representation for f(x) and g(x) about x = 0, however, 
shows there is no intersection for \( 0 < x < 1 \). Of course 
x = 0 is also an intersection, which yields \( \lambda = 0 \), which 
gives the trivial solution and hence \( \lambda = 0 \) is not an 
eigenvalue.

### Section 11.3, Page 651

1. We must first find the eigenvalues and normalized 
eigenfunctions of the associated homogeneous problem 
y'' + \lambda y = 0, \ y(0) = 0, \ y(1) = 0. \) This problem has the 
solutions \( \phi_n(x) = k_n \sin n\pi x, \) for \( \lambda_n = n^2\pi^2, \ n = 1, 2, \ldots \).
Choosing $k_n$ so that $\int_0^1 \phi_n^2 dx = 1$ we find $k_n = \sqrt{2}$. Hence the solution of the original nonhomogeneous problem is given by $y = \sum_{n=1}^{\infty} b_n \phi_n(x)$, where the coefficients $b_n$ are found from Eq.(12), $b_n = c_n / (\lambda_n - 2)$ where $c_n$ is given by $c_n = \sqrt{2} \int_0^1 x \sin n\pi x dx$ (Eq.9). [Note that the original problem can be written as $-y'' = 2y + x$ and therefore comparison with Eq.(1) yields $r(x) = 1$ and $f(x) = x$.] Integrating the expression for $c_n$ by parts yields $c_n = \sqrt{2} (-1)^{n+1} / n\pi$ and thus $y = \sum_{n=1}^{\infty} \sqrt{2} (-1)^{n+1} / n\pi \sqrt{2} \sin n\pi x$.

2. From Problem 1 of Section 11.2 we have $\phi_n = \sqrt{2} \sin [(2n-1)\pi x/2]$ for $\lambda_n = (2n-1)^2 \pi^2/4$ and from Problem 7 of that section we have $c_n = 4\sqrt{2} (-1)^{n+1} / (2n-1)^2 \pi^2$. Substituting these values into $b_n = c_n / (\lambda_n - 2)$ and $y = \sum_{n=1}^{\infty} b_n \phi_n$ yields the desired result.

3. Referring to Problem 3 of Section 11.2 we have $y = b_0 + \sum_{n=1}^{\infty} b_n (\sqrt{2} \cos n\pi x)$, where $b_n = c_n / (\lambda_n - 2)$ for $n = 0,1,2,\ldots$. The rest of the calculations follow those of Problem 1.

5. Note that the associated eigenvalue problem is the same as for Problem 1 and that $|1-2x| = 1-2x$ for $0 \leq x \leq 1/2$ while $|1-2x| = 2x-1$ for $1/2 \leq x \leq 1$.

8. Writing the D.E. in the form Eq.(1), we have $-y'' = \mu y + f(x)$, so $r(x) = 1$. The associated eigenvalue problem is $y'' + \lambda y = 0, y'(0) = 0, y'(1) = 0$ which has the eigenvalues $\lambda_n = n^2 \pi^2, n = 0,1,2\ldots$ and the normalized eigenfunctions $\phi_0 = 1, \phi_n(x) = \sqrt{2} \cos n\pi x, n = 1,2\ldots$, as found in Problem 3.
\[ n = 0, 1, 2, \ldots, \text{Eq.}(9) \]. Thus
\[
y(x) = \sum_{n=0}^{\infty} \frac{c_n}{\lambda_n - \mu} \phi_n(x) = -\frac{c_0}{\mu} + \sqrt{2} \sum_{n=1}^{\infty} \frac{c_n \cos \pi n x}{\lambda_n - \mu},
\]
where we have assumed \( \mu \neq \lambda_n, n = 0, 1, 2, \ldots \).

10. Since \( \mu = \pi^2 \) is an eigenvalue of the corresponding homogeneous equation, Theorem 11.3.1 tells us that a solution will exist only if \(-(a + x)\) is orthogonal to the corresponding eigenfunction \( \sqrt{2} \sin \pi x \). Thus we require
\[
\int_0^1 (a + x) \sin \pi x \, dx = 0,
\]
which yields \( a = -1/2 \). With \( a = -1/2 \), we find that \( Y = (x - 1/2)/\pi^2 \) and \( y_c = c \sin \pi x + d \cos \pi x \) by methods of Chapter 3. Setting \( y = y_c + Y \) and choosing \( d \) to satisfy the B.C. we obtain the desired family of solutions.

11. Note that in this case \( \mu = 4\pi^2 \) and \( \phi_2 = \sqrt{2} \sin 2\pi x \) are the eigenvalue and eigenfunction respectively of the corresponding homogeneous equation. However, there is no value of \( a \) for which \( -\sqrt{2} \int_0^1 (a + x) \sin 2\pi x \, dx = 0 \), and thus there is no solution.

12. In this case a solution will exist only if \(-a\) is orthogonal to \( \sqrt{2} \cos \pi x \), that is if \( \int_0^1 a \cos \pi x \, dx = 0 \). Since this condition is valid for all \( a \), a family of solutions exists.

14. Since \( \sum_{n=1}^{\infty} c_n \phi_n(x) \) converges to zero we have \( \sum_{n=1}^{\infty} c_n \phi_n(x) = 0 \).

Multiplying and integrating as suggested yields
\[
\int_0^1 \left[ \sum_{n=1}^{\infty} c_n \phi_n(x) \right] r(x) \phi_m(x) \, dx = 0 \quad \text{or}
\]
\[
\sum_{n=1}^{\infty} c_n \int_0^1 r(x) \phi_n(x) \phi_m(x) \, dx = 0. \]
The integral that multiplies \( c_n \) is just \( \delta_{nm} \) [Eq. (22) of Section 11.2]. Thus the infinite sum becomes \( c_m \) and the last equation yields \( c_m = 0 \).

18. A twice differentiable function \( v \) satisfying the boundary conditions can be found by assuming that \( v = ax + b \).
Thus \( v(0) = b = 1 \) and \( v(1) = a + 1 \) while \( v'(1) = a \).
Hence \( 2a + 1 = -2 \) or \( a = -3/2 \) and \( v(x) = 1 - 3x/2 \).
Assuming $y = u + v$ we have $(u+v)'' + 2(u+v) = u'' + 2u + 2(1-3x/2) = 2 - 4x$ or $u'' + 2u = -x$, $u(0) = 0$, $u(1) + u'(1) = 0$ which is the same as Example 1 of the text.

19. From Eq. (30) we assume $u(x,t) = \sum_{n=1}^{\infty} b_n(t) \phi_n(x)$, where the $\phi_n$ are the eigenfunctions of the related eigenvalue problem $y'' + \lambda y = 0$, $y(0) = 0$, $y'(1) = 0$ and the $b_n(t)$ are given by Eq. (42). From Problem 2, we have $\phi_n = \sqrt{2} \sin[(2n-1)\pi x/2]$ and $\lambda_n = (2n-1)^2\pi^2/4$. To evaluate Eq. (42) we need to calculate

$$\alpha_n = \int_0^1 \sin(\pi x/2) \sqrt{2} \sin[(2n-1)\pi x/2] dx \quad [\text{Eq. (41) with } r(x) = 1 \text{ and } f(x) = \sin(\pi x/2)],$$

which is zero except for $n = 1$ in which case $\alpha_1 = \sqrt{2}/2$, and

$$\gamma_n = \int_0^1 (-x) \sqrt{2} \sin[(2n-1)\pi x/2] dx \quad [\text{Eq. (35) with } F(x,t) = -x].$$

This integral is the negative of the $c_n$ in Problem 2 and thus

$$\gamma_n = -4\sqrt{2} (-1)^{n+1}/(2n-1)^2\pi^2 = -c_n, \quad n = 1, 2, \ldots.$$ Setting

$$\gamma_n = -c_n \quad \text{in Eq. (42) we then have}$$

$$b_1 = \frac{\sqrt{2}}{2} e^{-\pi^2t/4} - c_1 \int_0^t e^{-\pi^2(s-t)/4} ds$$

$$= \frac{\sqrt{2}}{2} e^{-\pi^2t/4} - c_1 \left[ \frac{4c_1}{\pi^2} e^{-\pi^2(s-t)/4} \right]_0^t$$

$$= \frac{\sqrt{2}}{2} e^{-\pi^2t/4} - \frac{4c_1}{\pi^2} + \frac{4c_1}{\pi^2} e^{-\pi^2t/4} \quad \text{and}$$

similarly $b_n = -c_n \int_0^t e^{-\lambda_n (s-t)} ds = -(c_n/\lambda_n) e^{-\lambda_n (t-s)} |_0^t$

$$= -(c_n/\lambda_n)(1 - e^{-\lambda_n t}), \quad \text{where } \lambda_n = (2n-1)^2\pi^2/4, \quad n = 2, 3, \ldots.$$ Substituting these values for $b_n$ along with $\phi_n = \sqrt{2} \sin[(2n-1)\pi x/2]$ into the series for $u(x,t)$ yields the solution to the given problem.

22. In this case $\alpha_n = 0$ for all $n$ and $\gamma_n$ is given by

$$\gamma_n = \int_0^1 e^{-t} (1-x) \sqrt{2} \sin[(2n-1)\pi x/2] dx$$

$$= e^{-t} \int_0^1 (1-x) \sqrt{2} \sin[(2n-1)\pi x/2] dx.$$ This last integral can be written as the sum of two integrals, each of which has been evaluated in either Problem 6 or 7 of Section...
11.2. Letting \( c_n \) denote the value obtained, we then have

\[
\gamma_n = c_ne^{-t} \quad \text{and thus} \quad b_n = c_n \int_0^t e^{-\lambda_n(t-s)}e^{-s}ds =
\]

\[
c_n e^{-\lambda_n \frac{t}{\lambda_n-1}} \int_0^t e^{-\lambda_n(t-s)}ds = \frac{c_n}{(\lambda_n-1)}(e^{-t} - e^{-\lambda_n \frac{t}{\lambda_n-1}}), \quad \text{where}
\]

\[
\lambda_n = (2n-1)^2 \pi^2/4.
\]

Substituting these values into Eq. (30) yields the desired solution.

24. Using the approach of Problem 23 we find that \( v(x) \) satisfies \( v'' = 2, \ v(0) = 1, \ v(1) = 0. \) Thus \( v(x) = x^2 + c_1x + c_2 \) and the B.C. yield \( v(0) = c_2 = 1 \) and \( v(1) = 1 + c_1 + 1 = 0 \) or \( c_1 = -2. \) Hence \( v(x) = x^2 - 2x + 1 \) and \( w(x,t) = u(x,t) - v(x) \) where, from Problem 23, we have \( w_t = w_{xx}, \ w(0,t) = 0, \ w(1,t) = 0 \) and \( w(x,0) = x^2 - 2x + 2 - v(x) = 1. \) This last problem can be solved by methods of this section or by methods of Chapter 10. Using the approach of this section we have

\[
w(x,t) = \sum_{n=1}^{\infty} b_n(t) \phi_n(x) \quad \text{where} \quad \phi_n(x) = \sqrt{2} \sin n\pi x
\]

[which are the normalized eigenfunctions of the associated eigenvalue problem \( y'' + \lambda y = 0, \ y(0) = 0, \ y(1) = 0 \) and the \( b_n \) are given by Eq. (42). Since the P.D.E. for \( w(x,t) \) is homogeneous Eq. (42) reduces to

\[
b_n = \alpha_n e^{-\lambda_n \frac{t}{\lambda_n-1}}(\lambda_n = n^2 \pi^2 \text{ from the above eigenvalue problem}),
\]

where

\[
\alpha_n = \int_0^1 \sqrt{2} \sin n\pi x dx = \sqrt{2} \frac{[1-(1)^n]}{n\pi}. \quad \text{Thus}
\]

\[
u(x,t) = x^2 - 2x + 1 + \sum_{n=1}^{\infty} \frac{\sqrt{2} [1-(1)^n]}{n\pi} e^{-n^2 \pi^2 t} \sqrt{2} \sin n\pi x,
\]

which simplifies to the desired solution.

28a. Since \( y_c = c_1 + c_2 x, \) we assume that

\[Y(x) = u_1^c(x) + xu_2^c(x).\] Then \( Y' = u_2' \) since we require

\[u_1' + xu_2' = 0.\] Differentiating again yields \( Y'' = u_2' \) and thus \( u_2' = -f(x) \) by substitution into the D.E. Hence \( u_2(x) = -\int_0^x f(s)ds, \ u_1' = xf(x), \) and \( u_1(x) = \int_0^x sf(s)ds. \) Therefore

\[
Y = \int_0^x sf(s)ds - x\int_0^x f(s)ds = -\int_0^x (x-s)f(s)ds \quad \text{and} \quad \phi(x) = c_1 + c_2 x - \int_0^x (x-s)f(s)ds.
\]
28b. From part a we have \( y(0) = c_1 = 0 \). Thus
\[
y(1) = c_2 - \int_0^1 (1-s)f(s)\,ds = 0,
\]
which yields the desired value of \( c_2 \).

28c. From parts a and b we have
\[
\phi(x) = x \int_0^1 (1-s)f(s)\,ds - \int_0^x (x-s)f(s)\,ds
\]
\[
= \int_0^x (-xs-x+s)f(s)\,ds + \int_x^1 x(1-s)f(s)\,ds
\]
\[
= \int_0^x x(1-x)f(s)\,ds + \int_x^1 x(1-s)f(s)\,ds.
\]

28d. We have \( \phi(x) = \int_0^1 G(x,s)f(s)\,ds \)
\[
= \int_0^x G(x,s)f(s)\,ds + \int_x^1 G(x,s)f(s)\,ds
\]
\[
= \int_0^x x(1-x)f(s)\,ds + \int_x^1 x(1-s)f(s)\,ds,
\]
as found in part c.

30b. In this case \( y_1(x) = \sin x \) and \( y_2(x) = \sin(1-x) \) (assume
\( y_2(x) = c_1 \cos x + c_2 \sin x \), let \( x = 1 \), solve for \( c_2 \) in terms
of \( c_1 \) using \( y(1) = 0 \) and then let \( c_1 = \sin 1 \). Using
these functions for \( y_1 \) and \( y_2 \) we find \( W(y_1,y_2) = -\sin 1 \)
and thus \( G(x,s) = -\sin s \, \sin (1-x)/(-\sin 1) \), since \( p(x) = 1 \),
for \( 0 \leq s \leq x \). Interchanging the \( x \) and \( s \) verifies \( G(x,s) \)
for \( x \leq s \leq 1 \).

30c. Since \( W(y_1,y_2)(x) = y_1(x)y_2'(x) - y_2(x)y_1'(x) \) we find that
\[
[p(x)W(y_1,y_2)(x)]' = p'(x) [y_1(x)y_2'(x) - y_2(x)y_1'(x)]
+ p(x) [y_1'(x)y_2'(x) + y_1(x)y_2''(x) - y_2'(x)y_1'(x) - y_2(x)y_1''(x)]
= y_1[p'y_2'] - y_2[p'y_1'] = y_1 [q(x)y_2] - y_2 [q(x)y_1] = 0.
\]

30d. Let \( c = p(x)W(y_1,y_2)(x) \). If \( 0 \leq s \leq x \), then
\( G(x,s) = -y_1(s)y_2(x)/c \). Since the first argument in
\( G(s,x) \) is less than the second argument, the bottom
expression of formula (iv) must be used to determine
\( G(s,x) \). Thus, \( G(s,x) = -y_1(s)y_2(x)/c \). A similar argument
holds if \( x \leq s \leq 1 \).
30e. We have \( \phi(x) = \int_0^1 G(x,s)f(s)ds \)
\[ = -\int_0^1 \frac{x y_1(s)y_2(x)f(s)}{c} ds - \int_x^1 \frac{y_1(x)y_2(s)f(s)}{c} ds \]
(where \( c = p(x)W(y_1,y_2) \) and thus, by Leibnitz's rule,
\[ c\phi'(x) = -y_1(x)y_2(x)f(x) - \int_0^x y_1(s)y_2(x)f(s)ds + y_1(x)y_2(x)f(x) \]
\[-c(p\phi') = (py_2)' \int_0^x y_1(s)f(s)ds + py_2'y_1f(x) \]
\[ + (py_1)' \int_x^1 y_2(s)f(s)ds - py_1'y_2f(x) \].
Dividing by \( c \) and adding \( q(x)\phi(x) \) we get
\[ (-p\phi')' + q\phi = (py_2)' \int_0^x y_1(s)f(s)ds - \frac{qy_2}{c} \int_0^x y_1(s)f(s)ds \]
\[ + (py_1)' \int_x^1 y_2(s)f(s)ds - \frac{qy_1}{c} \int_x^1 y_2(s)f(s)ds + f(x) \]
\[ = f(x), \]
since \( y_1 \) and \( y_2 \) satisfy \( L[y] = 0 \). Using \( \phi(x) \) and \( \phi'(x) \) as found above, the B.C. are both satisfied since \( y_1(x) \) satisfies one B.C. and \( y_2(x) \) satisfies the other B.C.

33. In general \( y(x) = c_1\cos x + c_2\sin x \). For \( y'(0) = 0 \) we must choose \( c_2 = 0 \) and thus \( y_1(x) = \cos x \). For \( y(1) = 0 \) we have
\[ c_1\cos 1 + c_2\sin 1 = 0, \]
which yields \( c_2 = -c_1(\cos 1)/\sin 1 \) and thus \( y_2(x) = c_1\cos x - c_1(\cos 1)\sin x/\sin 1 \)
\[ = c_1(\sin 1\cos x - \cos 1\sin x)/\sin 1 \]
\[ = \sin(1-x) \] [by setting \( c_1 = \sin 1 \)].

Furthermore, \( W(y_1,y_2) = -\cos 1 \) and thus
\[ G(x,s) = \begin{cases} 
\frac{\cos s\sin(1-x)}{\cos 1} & 0 \leq s \leq x \\
\frac{\cos x\sin(1-s)}{\cos 1} & x \leq s \leq 1 
\end{cases} \]
and hence
\[ \phi(x) = \int_0^x [\cos s\sin(1-x)f(s)/\cos 1]ds + \int_x^1 [\cos x\sin(1-s)f(s)/\cos 1]ds \]
is the solution of the given B.V.P.
2a. The D.E. is the same as Eq.(6) and thus, from Eq.(9), the general solution of the D.E. is
\[ y = c_1 J_0(\sqrt{\lambda} x) + c_2 Y_0(\sqrt{\lambda} x). \]
The B.C. at \( x = 0 \) requires that \( c_2 = 0 \), and the B.C. at \( x = 1 \) requires
\[ c_1 \sqrt{\lambda} J_0'(\sqrt{\lambda}) = 0. \]
For \( \lambda = 0 \) we have \( \phi_0(x) = J_0(0) = 1 \) and if \( \lambda_n \) is the \( n \)th positive root of \( J_0'(\sqrt{\lambda}) = 0 \) then \( \phi_n(x) = J_0(\sqrt{\lambda_n} x) \). Note that for \( \lambda = 0 \) the D.E. becomes \( (xy)' = 0 \), which has the general solution \( y = c_1 \ln x + c_2 \).
To satisfy the bounded conditions at \( x = 0 \) we must choose \( c_1 = 0 \), thus obtaining the same solution as above.

2b. For \( n \neq 0 \), set \( y = J_0(\sqrt{\lambda_n} x) \) in the D.E. and integrate from 0 to 1 to obtain
\[ \int_0^1 (x J_0'(\sqrt{\lambda_n} x))' dx = \lambda_n \int_0^1 x J_0(\sqrt{\lambda_n} x) dx. \]
Integrating the left side of this equation yields
\[ \int_0^1 (x J_0'(\sqrt{\lambda_n} x)) dx = x J_0'(\sqrt{\lambda_n} x) \bigg|_0^1 = J_0'(\sqrt{\lambda_n}) - 0 = 0 \] since the \( \lambda_n \) are eigenvalues from part a. Thus \( \int_0^1 x J_0(\sqrt{\lambda_n} x) dx = 0 \).
For other \( n \) and \( m \), we let \( L[y] = -(xy)' \). Then
\[ L[J_0(\sqrt{\lambda_n} x)] = \lambda_n x J_0(\sqrt{\lambda_n} x) \] and
\[ L[J_0(\sqrt{\lambda_m} x)] = \lambda_m x J_0(\sqrt{\lambda_m} x). \]
Multiply the first equation by \( J_0(\sqrt{\lambda_m} x) \), the second by \( J_0(\sqrt{\lambda_n} x) \), subtract the second from the first, and integrate from 0 to 1 to obtain
\[ \int_0^1 \{J_0(\sqrt{\lambda_n} x) L[J_0(\sqrt{\lambda_m} x)] - J_0(\sqrt{\lambda_m} x) L[J_0(\sqrt{\lambda_n} x)]\} dx = (\lambda_n - \lambda_m) \int_0^1 x J_0(\sqrt{\lambda_n} x) J_0(\sqrt{\lambda_m} x) dx. \]
Again the left side is zero after each term is integrated by parts once, as was done above. If \( \lambda_n \neq \lambda_m \), the result follows with \( \phi_n(x) = J_0(\sqrt{\lambda_n} x) \).

2c. Since \( \lambda = 0 \) is an eigenvalue we assume that
\[ y = b_0 + \sum_{n=1}^{\infty} b_n J_0(\sqrt{\lambda_n} x). \] Since
\[ -(x J_0'(\sqrt{\lambda_n} x))' = \lambda_n x J_0(\sqrt{\lambda_n} x), \quad n = 0,1,\ldots, \]
we find that
-(xy')' = \sum_{n=1}^{\infty} \lambda_n b_n J_0(\sqrt{\lambda_n} x) \quad [\text{note that } \lambda_0 = 0 \text{ and } b_0 \text{ are missing on the right}]. \quad \text{Now assume}

f(x)/x = c_0 + \sum_{n=1}^{\infty} c_n J_0(\sqrt{\lambda_n} x). \quad \text{Multiplying both sides by}

xJ_0(\sqrt{\lambda_n} x), \text{ integrating from 0 to 1 and using the}

orthogonality relations of part b, we find

\[ c_n = \int_0^1 f(x)J_0(\sqrt{\lambda_n} x)dx / \int_0^1 xJ_0^2(\sqrt{\lambda_n} x)dx, \quad n = 0,1,2,\ldots. \]

[Note that \( c_0 = 2\int_0^1 f(x)dx \) since the denominator can be integrated.] \ Substituting the series for \( y \) and \( f(x)/x \) into the D.E., using the above result for \(-(xy')'\), and simplifying we find that

\[ (\mu b_0 + c_0) + \sum_{n=1}^{\infty} [c_n - b_n (\lambda_n - \mu)]J_0(\sqrt{\lambda_n} x) = 0. \]

Thus \( b_0 = -c_0/\mu \) and \( b_n = c_n / (\lambda_n - \mu), \quad n = 1,2,\ldots \), where \( \sqrt{\lambda_n} \)

are obtained from \( J'_0(\sqrt{\lambda_n}) = 0. \)

4a. Let \( L[y] = -(1-x^2)y' \). Then \( L[\phi_n] = \lambda_n \phi_n \) and \( L[\phi_m] = \lambda_m \phi_m \). Multiply the first equation by \( \phi_m \), the second by \( \phi_n \), subtract the second from the first, and integrate from 0 to 1 to obtain

\[ \int_0^1 (\phi_m L[\phi_n] - \phi_n L[\phi_m])dx = (\lambda_n - \lambda_m)\int_0^1 \phi_n \phi_m dx. \]

The integral on the left side can be shown to be 0 by integrating each term once by parts. Since \( \lambda_n \neq \lambda_m \) if \( m \neq n \), the result follows. Note that the result may also be written as

\[ \int_0^1 P_{2m-1}(x)P_{2n-1}(x)dx = 0, \quad m \neq n. \]

4b. First let \( f(x) = \sum_{n=1}^{\infty} c_n \phi_n(x) \), multiply both sides by \( \phi_m(x) \), and integrate term by term from \( x = 0 \) to \( x = 1 \). The orthogonality condition yields

\[ c_n = \int_0^1 f(x)\phi_n(x)dx / \int_0^1 \phi_n^2(x)dx, \quad n = 1,2,\ldots \]

where it is understood that \( \phi_n(x) = P_{2n-1}(x) \). Now assume

\( y = \sum_{n=1}^{\infty} b_n \phi_n(x) \). As in Problem 2 and in the text
\[-[(1-x^2)y']' = \sum_{n=1}^{\infty} \lambda_n b_n \phi_n \text{ since the } \phi_n \text{ are eigenfunctions.}\]

Thus, substitution of the series for \(y\) and \(f\) into the D.E.

and simplification yields \(\sum_{n=1}^{\infty} [b_n (\lambda_n - \mu) - c_n] \phi_n (x) = 0\). Hence

\(b_n = c_n / (\lambda_n - \mu), n = 1, 2, \ldots\) and the desired solution is obtained \([\text{after setting } \phi_n (x) = P_{2n-1} (x)]\).

Section 11.5, Page 666

1a. Since \(u(x,0) = 0\) we have \(Y(0) = 0\). However, since the other two boundaries are given by \(y = 2x\) and \(y = 2(x-2)\) we cannot separate \(x\) and \(y\) dependence and thus neither \(X\) nor \(Y\) satisfy homogeneous B.C. at both end points.

1b. The line \(y = 2x\) is transformed into \(\xi = 0\) and \(y = 2(x-2)\) is transformed into \(\xi = 2\). The lines \(y = 0\) and \(y = 2\) are transformed into \(\eta = 0\) and \(\eta = 2\) respectively, so the parallelogram is transformed into a square of side 2. From the given equations, we have \(x = \xi + \eta/2\) and \(y = \eta\). Thus

\[u_\xi = u_x \xi + u_y \eta, \quad u_\eta = u_x \eta + u_y \xi = u_x \eta + u_y \xi, \quad u_{\xi\xi} = u_{xx} + u_{xy} \eta, \quad u_{\eta\eta} = 1/2 u_{xx} + u_{yy} \eta, \quad u_{\xi\eta} = 1/2 u_{xx} \eta + u_{xy} \xi + u_{yy} \eta + u_{xy} \xi + u_{yy} \eta.\]

Therefore,

\[5/4 u_{\xi\xi} - u_{\xi\eta} + u_{\eta\eta} = u_{xx} + u_{yy} = 0.\]

1c. Substituting \(u(\xi,\eta) = U(\xi)V(\eta)\) into the equation of part b yields \(5/4 U''V - U'V' + UV'' = 0\) or upon dividing by \(UV\)

\[5 \frac{U''}{U} + \frac{V'}{V} = \frac{U'V'}{UV}, \quad \text{which is not separable. The B.C. become} \quad U(\xi,0) = 0, U(\xi,2) = f(\xi+1) \quad \text{(since } x = \xi + \eta/2), \quad U(0,\eta) = 0, \quad \text{and } U(2,\eta) = 0.\]

2. This problem is very similar to the example worked in the text. The fundamental solutions satisfying the P.D.E.(3), the B.C. \(u(1,t) = 0, t \geq 0\) and the finiteness condition are given by Eqs.(15) and (16). Thus assume \(u(r,t)\) is of the form given by Eq.(17). The I.C. require

\[u(r,0) = \sum_{n=1}^{\infty} c_n J_0 (\lambda_n r) = 0\]
\[ u_t(r,0) = \sum_{n=1}^{\infty} \lambda_n k_n J_0(\lambda_n r) = g(r). \]  From Eq. (26) of Section 11.4 we obtain \( c_n = 0 \) and

\[ \lambda_n k_n = \int_0^1 r g(r) J_0(\lambda_n r) \, dr / \int_0^1 r J_0^2(\lambda_n r) \, dr, \quad n = 1,2,\ldots. \]

4. This problem is the same as Problem 22 of Section 10.7. The periodicity condition requires that \( \mu \) of that problem be an integer and thus substituting \( \mu^2 = n^2 \) into the previous results yields the given equations.

5a. Substituting \( u(r,\theta,z) = R(r) \Theta(\theta) Z(z) \) into Laplace’s equation yields \( R'' \Theta Z + R' \Theta Z/r + \Theta'' Z/r^2 + R \Theta Z'' = 0 \) or equivalently \( R''/R + R'/r R + \Theta''/r^2 \Theta = -Z''/Z = \sigma \). In order to satisfy arbitrary B.C. it can be shown that \( \sigma \) must be negative, so assume \( \sigma = -\lambda^2 \), and thus \( Z'' - \lambda^2 Z = 0 \) and, after some algebra, it follows that \( r^2 R''/R + r R'/r R + \lambda^2 r^2 = -\Theta''/\Theta = \alpha \). The periodicity condition \( \Theta(0) = \Theta(2\pi) \) requires that \( \sqrt{\alpha} \) be an integer \( n \) so \( \alpha = n^2 \). Thus \( r^2 R'' + r R' + (\lambda^2 r^2 - n^2) R = 0 \), \( \Theta'' + n^2 \Theta = 0 \), and \( Z'' - \lambda^2 Z = 0 \).

5b. If \( u(r,\theta,z) \) is independent of \( \theta \), then the \( \Theta''/r^2 \Theta \) term does not appear in the second equation of part a and thus \( R''/R + R'/r R = -Z''/Z = -\lambda^2 \), from which the desired result follows.

6. Assuming that \( u(r,z) = R(r) Z(z) \) it follows from Problem 5 that \( R = c_1 J_0(\lambda r) + c_2 Y_0(\lambda r) \), from Eq. (13), and \( Z = k_1 e^{-\lambda z} + k_2 e^{\lambda z} \). Since \( u(r,z) \) is bounded as \( r \to 0 \) and approaches zero as \( z \to \infty \) we require that \( c_2 = 0 \), \( k_2 = 0 \). The B.C. \( u(1,z) = 0 \) requires that \( J_0(\lambda) = 0 \) leading to an infinite set of discrete positive eigenvalues \( \lambda_1, \lambda_2, \ldots \). The fundamental solutions of the problem are then \( u_n(r,z) = J_0(\lambda_n r)e^{-\lambda_n z}, \quad n = 1,2,\ldots. \)

Thus assume \( u(r,z) = \sum_{n=1}^{\infty} c_n J_0(\lambda_n r)e^{-\lambda_n z} \). The B.C. \( u(r,0) = f(r), \quad 0 \leq r \leq 1 \) requires that

\[ u(r,0) = f(r) \]  so

\[ u(r,0) = \sum_{n=1}^{\infty} c_n J_0(\lambda_n r) = f(r) \]  so

\[ c_n = \int_0^1 r f(r) J_0(\lambda_n r) \, dr / \int_0^1 r J_0^2(\lambda_n r) \, dr, \quad n = 1,2,\ldots. \]
7b. Again, $\Theta$ periodic of period $2\pi$ implies $\lambda^2 = n^2$. Thus the solutions to the D.E. are $R(r) = c_1 J_n(kr) + c_2 Y_n(kr)$ (note that $\lambda$ and $k$ here are the reverse of Problem 3 of Section 11.4) and $\Theta(\theta) = d_1 \cos n \theta + d_2 \sin n \theta$, $n = 0, 1, 2, \ldots$. For the solution to remain bounded, $c_2 = 0$ and thus

$$v(r, \theta) = \frac{1}{2} c_0 J_0(kr) + \sum_{m=1}^{\infty} J_m(kr) (b_m \sin m \theta + c_m \cos m \theta).$$

Hence $v(c, \theta)$ is then a Fourier Series of period $2\pi$ and the coefficients are found as in Section 10.2, Eqs. (13), (14) and Problem 27.

9a. Substituting $u(\rho, \theta, \phi) = P(\rho) \Theta(\theta) \Phi(\phi)$ into Laplace’s equation leads to

$$\rho^2 P''/P + 2 \rho P'/\rho = -(\csc^2 \phi) \Theta''/\Theta - \Phi''/\Phi - (\cot \phi) \Phi'/\Phi = \sigma.$$ 

In order to satisfy arbitrary B.C. it can be shown that $\sigma$ must be positive, so assume $\sigma = \mu^2$.

Thus $\rho^2 P'' + 2 \rho P' - \mu^2 P = 0$. Then we have

$$(\sin^2 \phi) \Phi''/\Phi + (\sin \phi \cos \phi) \Phi'/\Phi + \mu^2 \sin^2 \phi = -\Theta''/\Theta = \alpha.$$ 

The periodicity condition $\Theta(0) = \Theta(2\pi)$ requires that $\alpha$ be an integer $\lambda$ so $\alpha = \lambda^2$. Hence $\Theta'' + \lambda^2 \Theta = 0$ and

$$(\sin^2 \phi) \Phi'' + (\sin \phi \cos \phi) \Phi' + (\mu^2 \sin^2 \phi - \lambda^2) \Phi = 0.$$ 

10. Since $u$ is independent of $\theta$, only the first and third of the Eqs. in 9a hold. The general solution to the Euler equation is

$$P = c_1 \rho r_1 + c_2 \rho r_2$$ 

where $r_1 = (-1 + \sqrt{1 + 4 \mu^2})/2 > 0$ and $r_2 = (-1 - \sqrt{1 + 4 \mu^2})/2 < 0$. Since we want $u$ to be bounded as $\rho \to 0$, we set $c_2 = 0$. As found in Problem 22 of Section 5.3, the solutions of Legendre’s equation, Problem 9c, are either singular at 1, at -1, or at both unless $\mu^2 = n(n+1)$, where $n$ is an integer. In this case, one of the two linearly independent solutions is a polynomial denoted by $P_n$ (Problems 23 and 24 of Section 5.3). Since $r_1 = (-1 + \sqrt{1 + 4n(n+1)})/2 = n$, the fundamental solutions of this problem satisfying the finiteness condition are $u_n(\rho, \phi) = \rho^n P_n(\cos \phi)$, $n = 1, 2, \ldots$. It can be shown that an arbitrary piecewise continuous function on [-1,1] can be expressed as a linear combination of Legendre polynomials. Hence we assume that
\[ u(\rho, \phi) = \sum_{n=1}^{\infty} c_n \rho^n P_n(\cos \phi). \] The B.C. \( u(1, \phi) = f(\phi) \) requires that
\[ u(1, \phi) = \sum_{n=1}^{\infty} c_n P_n(\cos \phi) = f(\phi), \quad 0 \leq \phi \leq \pi. \]
From Problem 28 of Section 5.3 we know that \( P_n(x) \) are orthogonal. However here we have \( P_n(\cos \phi) \) and thus we must rewrite the equation in Problem 9b to find
\[-[(\sin \phi) \Phi']' = \mu^2 (\sin \phi) \Phi. \]
Thus \( P_n(\cos \phi) \) and \( P_m(\cos \phi) \) are orthogonal with weight function \( \sin \phi \). Thus we must multiply the series expansion for \( f(\phi) \) by \( \sin \phi P_m(\cos \phi) \) and integrate from 0 to \( \pi \) to obtain
\[ c_m = \frac{\int_0^\pi f(\phi) \sin \phi P_m(\cos \phi) d\phi}{\int_0^\pi \sin \phi P_m^2(\cos \phi) d\phi}. \]
To obtain the answer as given in the text let \( s = \cos \phi \).

**Section 11.6, Page 675**

2a. \[ b_m = \sqrt{2} \int_0^1 x \sin mx dx = \sqrt{2} \frac{(-1)^{m+1}}{m \pi} \] and thus
\[ S_n = \frac{2}{\pi} \sum_{m=1}^{n} \frac{(-1)^{m+1} \sin mx}{m}. \]

2b. We have \( R_n = \int_0^1 [x - S_n(x)]^2 dx \), where \( S_n(x) \) is given in part a. Using appropriate computer software we find
\[ R_1 = .1307, \quad R_2 = .0800, \quad R_5 = .0367, \quad R_{10} = .0193, \quad R_{15} = .0131 \]
and \( R_{19} = .0104 \).

2c. As in part b, we find \( R_{20} = .0099 \), and thus \( n = 20 \) will insure a mean square error less than \( .01 \).

4a. Write \( S_n(x) \) as \( n^{1/2} x/e^{nx^2/2} \) and use L'Hopital's Rule:
\[
\lim_{n \to \infty} \frac{n^{1/2} x}{e^{nx^2/2}} = \lim_{n \to \infty} \frac{\sqrt{x}}{\frac{x^2}{2} e^{nx^2/2}} = 0 \text{ for } x \neq 0. \]
For \( x = 0 \),
\[ S_n(0) = 0 \] and thus \( \lim_{n \to \infty} S_n(x) = 0 \) for all \( x \) in \([0,1]\).
\[ R_n > \int_0^1 [0 - S_n(x)]^2 dx = n^2 \int_0^1 x e^{-nx^2} dx \]
\[ = \left. \frac{n e^{-nx^2}}{2} \right|_0^1 = \frac{n}{2} (1 - e^{-n}). \]
Since \( e^{-n} \to 0 \) as \( n \to \infty \), we have that \( R_n \to \infty \) as \( n \to \infty \).
5. Expanding the integrand we get

\[ R_n = \int_0^1 r(x) [f(x) - S_n(x)]^2 \, dx \]

\[ = \int_0^1 r(x) f^2(x) \, dx - 2 \sum_{i=1}^n c_i \int_0^1 r(x) f(x) \phi_i(x) \, dx \]

\[ + \sum_{i=1}^n \sum_{j=1}^n c_i c_j \int_0^1 r(x) \phi_i(x) \phi_j(x) \, dx, \]

where the last term is obtained by calculating \( S_n^2(x) \).

Using Eqs. (1) and (9) this becomes

\[ R_n = \int_0^1 r(x) f^2(x) \, dx - 2 \sum_{i=1}^n c_i a_i + \sum_{i=1}^n c_i^2, \]

by completing the square. Since all terms involve a real quantity squared (and \( r(x) > 0 \)) we may conclude \( R_n \) is minimized by choosing \( c_i = a_i \). This can also be shown by calculating \( \frac{\partial R_n}{\partial c_i} = 2(c_i - a_i) \) and setting equal to zero.

7b. From part a we have \( f_0(x) = 1 \) and thus \( f_1(x) = c_1 + c_2x \)

must satisfy \( (f_0, f_1) = \int_0^1 (c_1 + c_2x) \, dx = 0 \) and

\( (f_1, f_1) = \int_0^1 (c_1 + c_2x)^2 \, dx = 1 \). Evaluating the integrals

yields \( c_1 + c_2/2 = 0 \) and \( c_1^2 + c_1 c_2 + c_2^2/3 = 1 \), which have

the solution \( c_1 = \sqrt{3} \), \( c_2 = -2\sqrt{3} \) and thus

\( f_1(x) = \sqrt{3} (1 - 2x) \).

7c. \( f_2(x) = c_1 + c_2x + c_3x^2 \) must satisfy \( (f_0, f_2) = 0 \),

\( (f_1, f_2) = 0 \) and \( (f_2, f_2) = 1 \).

7d. For \( g_2(x) = c_1 + c_2x + c_3x^2 \) we have \( (g_0, g_2) = 0 \) and

\( (g_1, g_2) = 0 \), which yield the same ratio of coefficients

as found in 7c. Thus \( g_2(x) = cf_2(x) \), where \( c \) may now be

found from \( g_2(1) = 1 \).

8. This problem follows the pattern of Problem 7 except now

the limits on the orthogonality integral are from -1 to 1. That is

\( (P_i, P_j) = \int_{-1}^1 P_i(x) P_j(x) \, dx = 0, \) \( i \neq j \). For

\( i = 0 \) we have \( P_0(x) = 1 \) and for \( i = 0 \) and \( j = 1 \) we
have \((P_0, P_1) = \int_{-1}^{1} (c_1 + c_2 x) \, dx = (c_1 x + c_2 x^2/2) \bigg|_{-1}^{1} = 2c_1 = 0\) and thus \(P(1) = 1\) yields \(P_1(x) = x\). The others follow in a similar fashion.

9a. This part has essentially been worked in Problem 5 by setting \(c_i = a_i\).

9b. Eq. (6) shows that \(R_n \geq 0\) since \(r(x) \geq 0\) and thus
\[
\int_{0}^{1} r(x) f^2(x) \, dx - \sum_{i=1}^{n} a_i^2 \geq 0.
\]
The result follows.

9c. Since \(f\) is square integrable,
\[
\int_{0}^{1} r(x) f^2(x) \, dx = M < \infty
\]
and therefore the monotone increasing sequence of partial sums \(T_n = \sum_{i=1}^{n} a_i^2\) is bounded above. Thus \(\lim_{n \to \infty} T_n\) exists, which proves the convergence of the given sum.

9d. This result follows from part a and part c.

9e. By definition if \(\sum_{i=1}^{\infty} a_i \phi_i(x)\) converges to \(f(x)\) in the mean, then \(R_n \to 0\) as \(n \to \infty\). Hence
\[
\int_{0}^{1} r(x) f^2(x) \, dx = \sum_{i=1}^{\infty} a_i^2.
\]
Conversely, if
\[
\int_{0}^{1} r(x) f^2(x) \, dx = \sum_{i=1}^{\infty} a_i^2, \quad \lim_{n \to \infty} R_n = 0\]
and \(\sum_{i=1}^{\infty} a_i \phi_i(x)\) converges to \(f(x)\) in the mean.

10. Bessel’s inequality implies that \(\sum_{i=1}^{\infty} a_i^2\) converges and thus the \(n\)th term \(a_n \to 0\) as \(n \to \infty\).

12. If the series were the eigenfunction series for a square integrable function, the series \(\sum_{i=1}^{\infty} a_i^2\) would have to converge. But \(a_0 = 1, a_1 = 1/\sqrt{2}, \ldots, a_n = 1/\sqrt{n}, \ldots\), and \(\sum_{n=1}^{\infty} a_n^2 = \sum_{n=1}^{\infty} 1/n\) is the well-known harmonic series which does not converge.
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Companion
This workbook was designed to accompany the software package ODE Architect, and that's why we call it a Companion. Each of the 13 Companion chapters corresponds to a multimedia module in the Architect and provides background and opportunities for you to extend the ideas contained in the module. Each chapter ends with several problem sets, called Explorations, related to the chapter and module topics. The Exploration pages can be photocopied so that you can write in answers and derivations, and hand them in along with printouts of graphs produced by the Architect. There is also a notepad facility in the Architect which, with the cut and paste features, makes it possible to write reports.

ODE Architect

ODE Architect provides a highly interactive environment for constructing and exploring your own mathematical models of real-world phenomena, whether they lead to linear or nonlinear systems of ODEs. The Architect’s multimedia front end guides you through experiments to build and explore your own ODEs. The software has numerical solvers, 2- and 3-D graphics, and the ability to build physical representations of systems such as pendulums and spring-mass systems as well as the ability to animate them. Together with its library of ODEs, the ODE Architect brings a wealth of opportunities to gain insights about solutions to ODEs.

The overall guiding feature is for the software to be easy to use. Navigational paths are clearly marked and simple to follow. When starting the software, you are presented with a title screen followed by a main menu allowing selection of a specific module. You may prefer to go directly to the Architect Tool to run your own experiments. At any place in the software, you will be able to call up the contents menus and access the material in any order. We expect that most will work through the multimedia modules. Let’s look at each of the three principal parts of the ODE Architect in more detail: The Multimedia ODE Architect, The ODE Architect Tool, and the ODE Library.
Multimedia ODE Architect

C-ODE-E members and colleagues have authored the multimedia modules, each with its own theme. The modeling process is detailed, supported by highly interactive simulations. You will explore the problem-solving process via “what-if” scenarios and exercises. You are guided to build your own ODEs and solve them numerically and graphically, and compare the predicted results to empirical data when appropriate.

Each module has up to four submodules, and they range from the straightforward to the advanced. The animations are often funny, the voice-overs and text informal, but the modeling and the mathematics are the real thing. Most submodules go through a model-building process and several experiment screens, and then end with some questions (Things-to-Think-About, or TTAs). These questions extend the topics of the submodule and take you to the solver tool to produce solution curves and orbits, or write a report connecting the mathematics, the models, and the pictures. When you open the Tool using a TTA link, the pertinent equations and parameter settings will automatically be entered into the equation quadrant of the Tool. You are then poised to think about, and without constraint, explore the model introduced in the submodule.

ODE Architect Tool

The ODE Architect Tool is a first-rate, research-quality numerical ODE solver and graphics package. The ODE Architect Tool employs a graphical user interface to enter and edit equations, control solver settings and features, and to create and edit a wide variety of graphics. A second mode of operation, the Expert Mode, provides access to more advanced features.

The Tool is the heart of the software, and it is a workspace where you can:

- Construct, solve, and explore ODEs
- Input data tables
- Graph and animate solution curves, phase plane graphs, 3D graphs, Poincaré sections, discrete maps, direction fields, etc.
- Build, analyze, and animate physical representations of dynamical systems.

The robust Tool will solve systems of up to 10 first-order ODEs which can be entered using a simple, natural scripting language. Auxiliary functions involving the state variables can be defined. A solver/grapher feature for discrete dynamical systems is also available from the Tool. A variety of engineering functions such as square waves, sawtooth waves, and step functions are included in the Tool function library. Two- and three-dimensional graphics are supported, as well as time and parameter animations of solution
data. Initial conditions can be entered by clicking in a graph window or via the keyboard. Graph scales can be set automatically or manually. Numerical values of solutions can be viewed in tabular form. Parameter-sensitive analysis is made easy with a built-in parameter-sweep tool. You can do parameter and initial-value sweeps to see the effects of data changes on orbits and solution curves. Graphs are editable and you can scale and label axes, mark equidistant-in-time orbital points, color the graphs, change line styles, overlay graphs of functions and solution curves for different ODEs—all with no programming or special commands to remember.

The solvers in the ODE Architect are state-of-the-art numerical solvers based on those developed by Dr. L.F. Shampine and Dr. I. Gladwell at Southern Methodist University. For a delightfully readable account on using numerical ODE solvers in teaching ODEs, please refer to their paper:

Shampine, L.F., and Gladwell, I., “Teaching Numerical Methods in ODE Courses”

Module 1, “Modeling with the ODE Architect”, is an on-line tutorial for many of the features of the Tool. The Architect also has help facilities and the multimedia side is self-documenting.

**ODE Library**

The ODE Library has dozens of pre-programmed, editable, and interactive ODE files covering a wide range of topics from mathematics, physics, chemistry, population biology, and epidemiology. There are also many ODEs to illustrate points such as data compression, ODEs with singular coefficients, bifurcations, limit cycles, and so on. Each Library file has explanatory text along with the equations and includes an illustrative graph or graphs. The Library files are organized into folders by topic and they have descriptive titles to facilitate browsing. These files also provide a marvelous way to learn how to use the tool.
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INFORMATION
ABOUT MODULES/CHAPTERS

Overview

Modules/Chapters 1–3 are all introductory modules for first-order ODEs and simple systems of ODEs. Any of these modules/chapters can be used at the beginning of an ODE course, or at appropriate places in elementary calculus courses.

Modules/Chapters 4–9 involve higher-order ODEs and systems and their applications. Once students understand how to deal with two-dimensional systems graphically, any of these modules/chapters is easily accessible.

Modules/Chapters 10–12 apply two-dimensional systems to models that illustrate more advanced techniques and theory; the multimedia approach makes them nevertheless quite accessible. The modules are intended to enable students to get much further with the technical aspects explained in the chapters than would be otherwise possible.

Module/Chapter 13 treats discrete dynamical systems in an introductory fashion that could be used in a course in ODEs, calculus, or even a non-calculus course.

A Multimedia appendix on numerical methods gives insight into the ways in which numerical solutions are constructed.

Description/Prerequisites for Individual Modules/Chapters

We list below for each Module/Chapter its prerequisites and some comments on its level and goals. In general, each module progresses from easier to harder submodules, but the first section of nearly every module is at an introductory level.

The modules can be accessed in different orders. It is not expected that they will be assigned in numerical order. Consequently, we have tried to explain each concept wherever it appears, or to indicate where an explanation is provided. For example, Newton’s second law, \( F = ma \), is described every time it is invoked.
There is far more material in ODE Architect than could possibly fit into a single course.

**Module/Chapter 1: Modeling with the ODE Architect**

**Assumed concepts:** Precalculus; derivative as a rate of change

This module is unlike all the others in that it is not divided into submodules, and it provides a tutorial for learning how to navigate ODE Architect. It carries that tutorial process along in tandem with an introduction to modeling that assumes very little background.

**Module/Chapter 2: Introduction to ODEs**

**Assumed concepts:** Derivatives; slopes; slope fields

The module begins with some simple first-order ODEs and their solutions and continues with slope fields (and a slope field game).

The Juggler and the Sky Diver submodules use second-order differential equations, but both the chapter and the module explain the transformation to systems of two first-order differential equations.

**Module/Chapter 3: Some Cool ODEs**

**Assumed concepts:** Basic concepts of first-order ODEs, solutions, and solution curves

Newton’s law of cooling, and solving the resulting ODEs by separation of variables or as linear equations with integrating factors, are presented thoroughly enough that there need be no prerequisites.

The submodule for Cooling a House extends Newton’s law of cooling to real world cases that are easily handled by ODE Architect (and not so easily by traditional methods). This section makes the point that rate equations and numerical solutions are often a much smarter way to go than to trudge toward a solution formula.

**Module/Chapter 4: Second-Order Linear Equations**

**Assumed concepts:** Euler’s formula for complex exponentials

The module and chapter treat only constant coefficient ODEs. The chapter begins by demonstrating how to treat a second-order ODE as a system of first-order ODEs which can be entered in ODE Architect. Both the first submodule and the chapter explain from scratch all the traditional details of an oscillating system such as amplitude, period, frequency, damping, forcing, and beats.

The Seismograph submodule is a real world application. The derivation of the equation of motion is not simple, but the multimedia module gives insight into the workings of a seismograph, and it is not necessary to understand the details of the derivation to use and explore the modeling ODE.
Module/Chapter 5: Models of Motion  
Assumed concepts: Newton’s second law of motion  

This module’s collection of models of motion in one and two dimensions is supported by a chapter that gives background on vectors, forces, Newton’s laws, and the details of the specific submodules; so it stands on its own without further prerequisites.

Module/Chapter 6: First-Order Linear Systems  
Assumed concepts: Basic matrix notation and operations (multiplication, determinants); complex numbers; Euler’s formula  

This unit introduces all of the basic notions, both algebraic (emphasized in the chapter) and geometric (emphasized in the module), for linear systems. The central roles of eigenvalues and eigenvectors are explained. The Tool can be used to calculate eigenvalues and eigenvectors.

The Explorations bring in coupled tank problems (Chapter 8 introduces compartment models) and small motions of a double pendulum (which are extended in Chapter 7).

Module/Chapter 7: Nonlinear Systems  
Assumed concepts: Equilibrium points; phase plane and component plots; matrices; eigenvalues and eigenvectors  

The goal is to use graphical solutions to make handling nonlinear systems as easy (almost) as linear systems. Linearization of a nonlinear ODE is introduced as a basic concept, and the chapter goes on to elaborate perturbations and bifurcations. The Tool can be used to find equilibrium points, and calculate the Jacobian matrix and its eigenvalues/eigenvectors at each equilibrium point. The predator-prey and saxophone reed models are introduced and explained in the module while the spinning bodies and double pendulum models are treated in the chapter and also in the Library with an animated model linked to the ODE.

Module/Chapter 8: Compartment Models  
Assumed concepts: Systems of ODEs  

Both the module and the chapter use 1D, 2D, 3D, and 4D applications (in sequence) to illustrate principles of the Balance Law and interpretations of solutions. The final submodule introduces Hopf bifurcations and the interesting behavior of chemical reactions in an autocatalator. Three of the models are linear; the last is nonlinear.

Module/Chapter 9: Population Models  
Assumed concepts: Systems of ODEs  

The module and chapter introduce simple 1D, 2D, and 3D nonlinear models, and give a discussion of the biology behind the models.
Module/Chapter 10: The Pendulum and Its Friends

Assumed concepts: Systems of ODEs; the first submodule of Module 4; the arctangent function; parametric curves on a surface

The pendulum submodule explores all the traditional aspects of a pendulum, using integrals of motion. Child on a Swing and Geodesics on a Torus give new extensions of pendulum analysis; supporting detail is given in the chapter. The approach to modeling is a little different in this chapter—for example, how to invent functions that behave as needed (Child on a Swing), or how to exploit part of an ODE that looks familiar (Geodesics on a Torus).

Module/Chapter 11: Applications of Series Solutions

Assumed concepts: Systems of ODEs; acquaintance with infinite series and convergence; the first submodule of Module 4

The module introduces the techniques and limitations of series solutions of second-order linear ODEs. The Robot and Egg provides motivation for the subject and Aging Springs illustrates Bessel functions. The chapter contains information about the mathematics of series solutions.

Module/Chapter 12: Chaos and Control

Assumed concepts: The pendulum ODEs of Module 10; systems of ODEs; experience with Poincaré sections and/or discrete dynamical systems (Chapter 13) is helpful

The three submodules of this unit tell a story, and in the process illustrate a theorem from current research. This module uses sensitivity to initial conditions and the Poincaré section to assist with the analysis. Sinks, saddles, basins, and stability are described. Finally, the elusive boundaries of the Tangled Basin provide a mechanism for control of the chaotically wandering pendulum. The module ends in a fascinating control game that is both fun to play and illuminates the theorem mentioned above.

Module/Chapter 13: Discrete Dynamical Systems

Assumed concepts: Acquaintance with complex numbers and the ideas of equilibrium and stability are helpful

The module provides a gentle introduction to an increasingly important subject. The chapter fills in the technical and mathematical background. This module could be used successfully in a liberal arts course for students with no calculus.
## Level-of-Difficulty of Modules

The chart below is a handy reference for the levels of the submodules.

<table>
<thead>
<tr>
<th>Elementary</th>
<th>Intermediate</th>
<th>Advanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.3, 2.4</td>
<td>3.2</td>
</tr>
<tr>
<td>2.1, 2.2</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>5.2</td>
<td>4.2</td>
</tr>
<tr>
<td>5.1</td>
<td>6.1</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>7.1</td>
<td>6.2</td>
</tr>
<tr>
<td>8.1</td>
<td>8.2</td>
<td>6.3</td>
</tr>
<tr>
<td>9.1</td>
<td>9.2</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>10.1</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>10.2</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.3</td>
<td>12.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.2, 12.3</td>
</tr>
<tr>
<td>13.1</td>
<td>13.2</td>
<td>13.3</td>
</tr>
</tbody>
</table>

In constructing this chart we have used the following criteria:

**Elementary**: Straightforward, self-contained, can be used as a unit in any introductory calculus or ODE course.

**Intermediate**: Builds on some prior experience, including earlier submodules and chapters.

**Advanced**: More challenging models or mathematics, especially suitable for term or group projects.

## User's Guide

The *User's Guide* is the basic reference for the features of the ODE Architect Tool. The Guide is included on the CD-ROM for ODE Architect.
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## Glossary 257
Overview

In the two decades from 1932 to 1951, the Pacific sardine fishery completely collapsed. In this chapter you will learn to use the ODE Architect to construct a mathematical model which describes this event rather well. This will have two purposes: it will familiarize you with the menus and features of the ODE Architect, and it will acquaint you with the principles of mathematical modeling.

First we’ll construct a model for the Pacific sardine population during the years 1930–1950 as if it were unharvested. Then we will focus on the harvesting that actually took place and see how it contributed greatly to the destruction of the sardine population.

Key words

Modeling; Pacific sardine; population model; initial conditions; exponential growth; carrying capacity; logistic equation; harvesting

See also

Chapter 9 for more on population models.
Building a Model of the Pacific Sardine Population

Step 1: State the problem and its context

The Pacific sardine (Sardinops sagax caerulea) has historically experienced long-range cycles of abundance and depletion off the West Coast of California. It was during one of the abundant periods, 1920 through 1951, that a huge sardine fishing and canning industry developed. The total catch for the California coastline reached a peak of 726,124 tons during the 1936–37 season (June through the following May). The Pacific sardine population then began a serious decline during the 1940s until, as one estimate has it, by 1959 the sardine biomass was 5% (0.2 million tons) of the 1934 level (4 million tons). (The biomass is the amount of a particular organism in its habitat.) There is general agreement that heavy harvesting played a role in the decimation of the Pacific sardine during that period. The fishing industry had a serious decline after the 1950–51 season: increasing numbers of fishermen went bankrupt or moved to other fisheries. Undoubtedly the canneries were also affected.

After 50 years of fishing for the Pacific sardine, a moratorium was imposed by the California legislature in 1967. The Pacific sardine seems to be making a comeback as of the mid-1980s, though the numbers are not yet near the abundant levels of the 1930s.

Here are the goals of your model:

1. Determine the extent to which the precipitous decline of the Pacific sardine population was due to over-harvesting from 1941 to 1951.
2. Ascertain an optimal harvest rate that would stabilize and sustain the sardine population during that time period.

Step 2: Identify and assign variables

Assigning the variables in a mathematical model is a skill that requires some practice. Doing some background reading and studying the context of the problem and the problem statement helps to clarify which are the most important features of the system you wish to model.

It turns out that there tend to be long-range cycles of Pacific sardine abundance and scarcity. These cycles are not yet completely understood, but it is certain that factors such as ocean temperature, nutrient upwelling from deep waters, currents that aid fish migration, predator populations of larger fish and of sea lions, and, of course, fishing, play a vital role in the cycles. In this model we will focus on a period when the harvesting of the sardine was very heavy. Due to the large magnitude of the harvesting, its effect was dominant for the period of time we will model, 1941–1951, so we will neglect the other factors. That the other factors still operate on the population is evidenced by the difficulty in getting the model to match the data perfectly. Nevertheless, you’ll see how modeling, while not always explaining every aspect, provides insight into the dynamics of an otherwise very complex biological relationship.
Given the information we have at this point we need the following variables and parameters in our model:

1. Sardine biomass (in units of million tons)
2. Growth rate for the Pacific sardine (in units of million tons/year)
3. Maximum biomass, or carrying capacity (in units of million tons)
4. Sardine harvesting (in units of million tons/year)

Note that we opted to define sardine biomass in million tons, rather than numbers of fish, to be consistent with the data and estimates used.

It’s good practice to introduce as few parameters as necessary into a model at first. Additional parameters can be added if they are needed to improve the accuracy of the model. The model may be refined until the desired level of accuracy is achieved.

With the variables and parameters identified, the next step is to construct an equation for the rate of change of the state variable in terms of the state variable itself, the model’s parameters, and possibly also time. This equation is known as a differential equation (abbreviated ODE). When an ODE is entered into ODE Architect along with an initial value of the state variable, the Architect Tool displays a graphical representation of the solution.

Figure 1.1 represents the estimated Pacific sardine biomass and harvest during the period 1941–1951. Note again the use of sardine biomass in million tons, rather than numbers of fish.

Our first task is to use ODE Architect to build a mathematical model to simulate the growth and decline of the Pacific sardine biomass without harvesting. Then we can explore the impact of harvesting on that biomass.
Place the ODE Architect CD-ROM in your computer and start the ODE Architect Tool. Four quadrants will be displayed on the screen (see Figure 1.2). The upper left quadrant is the equation quadrant; it should be empty now. The two right-hand quadrants should be empty. These are plot quadrants that will display 2- or 3-dimensional plots when you solve differential equations. The lower left quadrant currently shows the initial conditions (IC) display. Notice that it is selectable using the four tabs (IC, Sweep, Solver, Equilibrium) on the lower edge of the quadrant. For now leave IC selected.

Figure 1.2: ODE Architect tool screen

**Step 3: State the relationships that govern the variables**

We begin by simulating the unchecked growth (no harvesting) of the Pacific sardine population, which we will designate as the state variable $sardine$. Basic biology suggests that it is reasonable to assume that the rate of biomass growth (i.e., the derivative $\frac{d(sardine)}{dt}$) at a given time $t$ is proportional to the quantity of sardines (the size of the biomass) present at that time $t$.

**Step 4: Translate the laws into equations**

Since $sardine'$ is a common notation for the derivative (rate of change) of $sardine$, we can write

$$sardine' = r \ast sardine$$

where $r$ is a proportionality factor that we will refer to as the growth rate factor.
Fishery and biomass data collected over the period 1932–1958 indicate that the Pacific sardine population has had a volatile history. The Pacific sardine biomass, if not manipulated or constrained, can grow at a rate of between 10% and 40% per year. We will assume a moderate position and set the growth rate factor at \( r = 0.20 \). A modeler often has to make assumptions and guess parameter values to get a model started; you can refine the assumptions later.

**Step 5: Solve the resulting differential equations**

Point and click the cursor in the equation quadrant and type in

\[
sardine' = r * \text{sardine}
\]  
using an apostrophe for the prime, and an asterisk for multiplication; hit Return (or Enter) and assign the value 0.20 to the parameter \( r \) by typing in

\[ r = 0.20 \]

Now click the cursor on the box marked **Enter** just below the equation quadrant. Notice that this causes scales to appear in the two plot quadrants.

Now go to the lower left quadrant to set the initial conditions. Double click in the appropriate box to select a variable; then type in the new value. Set \( t \) (time) to start at 1930 and set \( \text{sardine} \) to be 1 (unit of million tons). We’ll go back later and put in a more realistic estimate for \( \text{sardine} \). In the **Integration** panel, set the solve time to 20 by inserting the number 20 in the **Interval** box. Leave the default value of 100 in the **# Points** box.

Click the **Solve** icon and notice that the right arrow is automatically selected. Your screen will look something like this (Figure 1.3):

![Exponentially growing sardine population](Figure 1.3)
Step 6: Interpret and test the solutions in context

There is now a classical exponential growth curve in the upper right quadrant. This implies that the sardine biomass grows without bound, which can’t be true as there is not enough room on the planet! The exponential growth must be limited by factors like available food supplies, disease, predators, and so on; therefore we have to modify our model to reflect this fact. We learned earlier that the sardine biomass has been as large as 4 million tons, but we don’t truly know the maximum sustainable biomass (carrying capacity), so to start let’s assume a carrying capacity of 6 million tons. We can refine this guess later if we have trouble fitting the model to actual data. As we said before, it’s not uncommon to have to make informed guesses for values that are not known or available. Then the values can perhaps be deduced by “fine tuning” (refining) the model in subsequent iterations to conform to reality.

Step 7: Refine the model to predict the empirical data

The following differential equation is sometimes used to exhibit maximum carrying capacity behavior in a population:

\[ sardine' = r (capacity - sardine) \]

This equation says that the growth rate at any time is proportional to the “room to grow” factor \( capacity - sardine \). Now click the cursor in the equations region. Using our assumed growth rate constant of \( r = 0.20 \) per year and a carrying capacity of 6 million tons, we modify the sardine growth to be

\[ sardine' = r \ast (6 - sardine) \]  

Before entering the new sardine ODE, clear the graphics screens by clicking on Clear at the lower left and choosing Clear All Runs. A “confirmation” window will pop up; click on Yes. Now click in the equation region, make the corrections to your equation, and then click on the box marked Enter. Click on the Solve icon and notice in the plot window that the graph of the sardine biomass climbs and levels out at the assumed carrying capacity of 6 million tons.

✓ “Check” your understanding by comparing this curve with the earlier one and notice some significant differences: (1.) The first curve was concave up; this one is concave down. Why is that significant? (2.) The first curve grew without bound and had no asymptotes; the second curve has a horizontal asymptote. Explain why.

Examine the two graphs carefully at early values of \( t \), say the first five years. Recall that the slope of a line tangent to the solution curve is the growth rate of the biomass at that time. How do the two curves differ in this regard? When is the rate of change of the biomass the greatest? Is it realistic for a biomass to exhibit its greatest rate of increase when the population is smallest? The answer to these questions is not as simple as you might think. For
many biological populations, rate of change is proportional to the size of the population. The solution of ODE (1) exhibits this proportionality but it is unconstrained and so it’s not useful over its whole domain. The solution curve of ODE (2) doesn’t exhibit the proportional growth property. Which of the two is most appropriate for the Pacific sardine? We’ll come back to that question after a little exploration with ODE (2).

Now let’s see if ODE (2) will allow us to exceed the carrying capacity for any length of time. Change the initial biomass to 12 million tons of sardines in the IC window. Click on the Solve icon. Notice that the vertical scale in the graph changes to accommodate the revised values and that both the old (lower) and the new (upper) curves are displayed on the graph. Observe what happened to the “overstocked” sardine population. How does this compare to what happened when the initial sardine biomass was 1 million tons? If you examine the two plots closely, you’ll see that both plots stabilize at a level of about 6 million tons (see Figure 1.4).

Figure 1.4: Sardine populations approach carrying capacity.
box will disappear.) To change other values, double click in the box to select the value and just type to make a change. On the X-Scale menu set Minimum = 1930; Maximum = 1950; Number of Ticks = 10; and Label every = 2. (Adjust the number of ticks by clicking on the down arrow and selecting, or by double clicking the box and typing in the new value.) Make sure Linear is selected (not Log). Now select the Y-Scale menu (at the top): click the Auto Scale to toggle it off; set Minimum = 0; Maximum = 12; Number of Ticks = 10; and Label every = 2; and check that the Linear button is selected. Your screen should have a window that looks like Figure 1.5:

![Figure 1.5: Plot scales window.](image)

You must click the OK button to enter changes.

Sweeping a variable.

If the # Points is set to n, you’ll get n overlayed graphs.

Click on OK to cause the graph to be rescaled. (In this particular case, it turns out that the scale did not change from the automatically selected value.)

Now click on the Clear box in the Integration panel and choose Clear All Runs. What has changed? Next click on the Solve icon again. Notice that you got only the most recent curve (carrying capacity exceeded); you cleared the previous solution.

We can extend the ease of making comparisons by sweeping through several possible initial values for sardine and displaying them all on one graph. Click on the Clear box and choose Clear All Runs. Now notice the Sweep tab beneath the Initial Conditions panel; click on Sweep. Click on Single for type of sweep. We will choose Sweep 1 to be a sweep (multi-plot) of various initial values of sardine. In the Sweep 1 box, click on the down arrow and select sardine. Set Start = 1; Stop = 7; and # Points = 3. Now click on the Sweep box next to the Solve icon (not the Sweep tab) (Figure 1.6).

Notice that ODE Architect makes several runs. Notice also that the initial value for sardine located in the IC window was ignored and the values we entered in the sweep conditions were used instead.

To better see these results, let’s rescale the vertical axis (Y-Scale) to Minimum = 1 and Maximum = 7. Look back at page 7 if you do not recall how to do this. Figure 1.7 shows that multiple runs are easily comparable in this format. Which initial value for sardine created the most stable or flattest curve? Does the population always stabilize around the same biomass?
Figure 1.6: Setting up the sweep for *sardine* with three initial values 1, 4, 7.

Figure 1.7: The sardine curves with a rescaled vertical axis.
Do the resulting curves accurately represent the growth you’d expect over the whole range of values for \( t \)? Growth is usually proportional to population size when well below the carrying capacity. However, when you look at your graph notice that for small populations of sardines, the growth rate is rather steep. As the sardine population approaches the carrying capacity the biomass should level off, which the preceding curves do reflect.

Now we’ll examine the properties of the model we created in ODE (2). The growth rate is proportional to \((\text{capacity} - \text{sardine})\) and so for small sardine biomass, the biomass grows at a nearly constant rate. Near the carrying capacity, the factor \((\text{capacity} - \text{sardine})\) causes a leveling off (see Figure 1.7): the factor forces growth to be proportional to the distance from capacity.

**The Logistic Equation**

Combining the elements of the proportional growth model given by ODE (1) and the restricted growth model given by ODE (2) leads to what is called the logistic equation for growth (or the Verhulst equation, after the nineteenth century Belgian mathematician and biologist P. F. Verhulst):

\[
s\prime = r s \frac{6 - s}{6}
\]

(3)

Notice that for values of \( s \) very near zero, the factor \( r s \) dominates the computation, causing approximate exponential growth behavior. This is because the factor \((6 - s)/6\) has a value very near 1. For values of \( s \) near 6 (the carrying capacity), the factor \((6 - s)/6\) is near zero, and so growth slows to approach zero. Therefore we can expect exponential growth for small biomass with growth tapering off as the biomass approaches carrying capacity. Let’s see if this refinement improves the model.

Click on the **IC** tab to clear the graph and enter a new equation. After clicking on the **Clear** box, and choosing **Clear All Runs**, click in the equations quadrant and modify the growth ODE to read:

\[
s\prime = r s (6 - s)/6
\]

(4)

Don’t forget to click the box labeled **Enter**. Reset the initial sardine biomass to 1. Finally, click on the **Solve** icon. Your screen should look something like Figure 1.8.

Notice that the graph now displays a mathematical representation more like what we expect of the sardine biomass over the long term. It is an elongated S-shaped curve with slow growth for small biomass, maximum growth near the midrange, and slow growth near the carrying capacity.

Use the sweep feature now to see how the logistic growth curve responds for various initial conditions for the variable \( s \). **Sweep 1 s; Start = 1; Stop = 7; # points = 4.** Click on **Sweep**. Figure 1.9 shows the four solution curves.
Figure 1.8: A logistic growth curve.

Figure 1.9: Four logistic solution curves.
✓ Does the model respond to your initial conditions in a reasonable manner? Do you think that this is a good population model to use for modeling the biomass of the Pacific sardine?

Let’s now use the model given in equation (3) to explore the harvesting that took place in the years 1941–1951.

◆ Introducing Harvesting via Landing Data

In Figure 1.1 you saw a graph of the Pacific sardine harvest and the resulting biomass decline during the years 1941–51. We have not yet taken into account this harvest (or landing) data in our model; so our model does not yet reflect the collapse of the sardine fishery that occurred. We’ll now incorporate the landing data into our model in the form of a lookup table.

The tutorial in Module 1 provides you with landing data for the Pacific sardine over the time period 1941–1951 in the form of a table with 11 rows and 2 columns (tutorial steps 13 and 14). This data can be entered as a lookup table named HTABLE by following these directions (which also appear in the tutorial):

- Start by clicking on the Equations entry on the menu bar and choosing Lookup Tables to display the lookup table manager window.
- Double click on <Create New Table> to display the new table window. Enter the name HTABLE, and specify 11 rows and 2 columns in the appropriate boxes. Then click the OK button. An array of empty cells will appear with 11 rows and 2 columns.
- Enter the data (provided in the tutorial window) in the array by clicking on cell [1, 1] to start. When all of the data is entered, click the OK button.
- Close the lookup table manager window.

Now you have a lookup table called HTABLE.

Go to the equation quadrant and, on a new line, add the following

\[ harvest = \text{lookupval}(\text{HTABLE}, 1, t, 2) \]

Be sure to click the Enter box. The value returned by lookupval is the data in column 2 of HTABLE corresponding to the \( t \)-value of the data in column 1. (If \( t \) is not an integer, the value returned is computed by linear interpolation.)

Let’s now look at this harvest data. Since \( harvest \) is not an ODE state variable, the Architect does not automatically generate a plot tab; we will have to make it by hand. Click on the 2D tab at the lower right to select what we want to plot on each of the two axes. Place the cursor on the lower right plot quadrant, and after clicking the right-most mouse button, select Edit with the left-most mouse button. Leave the X-Axis variable set to \( t \). For the Y-Axis
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...click on the down arrow after 1: <None> and select harvest. Now click on Titles at the top of the edit window and type in the Graph Title box: Harvest. In the X-axis Title box type: Year; and in the Y-axis Title box: Harvest. See Figure 1.10. Click OK. Using the right-most mouse button again on the lower graph, select Scales. Set the X-Scale as follows: deselect Auto Scale; set Minimum = 1940; Maximum = 1955; Number of Ticks = 3; Label every = 2. Select the Y-Scale, deselect Auto Scale, and set: Minimum = 0; Maximum = 1; Number of Ticks = 5; and Label every = 1. Click OK.

Click on the Solve icon. Notice that a graphical representation of the Pacific sardine landings appears in the lower graph but the upper graph has not been affected. That’s because we have not included harvest (landings) in the sardine model yet. (Note: the two graphs have different vertical axis scales.)

After clicking on Clear and choosing Clear All Runs, go to the equation quadrant and modify the sardine ODE as follows:

\[
sardine' = r \times sardine \times (6 - sardine) / (6 - harvest)
\]  

(5)

You may have to scroll the equations quadrant (on some computers) in order to see the whole equation. (You can also move the dividing line between the right and left quadrants, at the slight expense of the graphing resolution.) Click the Enter box. Before we run the model, we must change the initial conditions to reflect the reality of the Pacific sardine population at that time. In the literature, the most reliable data for the Pacific sardine biomass starts in 1941. Thus set the IC for \( t \) to 1941 and the IC for sardine to 2.71. Reset Interval to 10. Now click the Solve icon and note the results. For best viewing of the top right graph window choose the X-Scale; deselect Auto Scale; set...
Figure 1.11: Model sardine biomass (upper), harvested biomass (lower).

Minimum = 1940; Maximum = 1955; Number of Ticks = 3; Label every = 2. Rescale the Y-Scale axis to: Minimum = 0; Maximum = 3; Number of Ticks = 3; Label every = 1. See Figure 1.11 for the graphs.

How do these model results compare with the expected behavior at the beginning of the chapter? While the overall behavior is captured in general terms by the model, it is unusual to have a model match the estimated data exactly.

✓ What are your thoughts about the model as it relates to historical behavior? Explain any discrepancies.

Step 8: Interpret the implications of the model
It is now clear that while over-exploitation of the sardine landings was not the sole factor, it played a very large role in the collapse of the California fishery in the early 1950s. Since we now have a functioning model of that ten-year period in time, you have the amazing power to use your computer to revise history and attempt to save the fishing industry. What limit on the landings would have allowed a sizable sardine harvest\(^1\) but not a collapse of the fishery?

\(^1\)Historical note: A limit to the total catch of sardines at between 200,000 and 300,000 tons was recommended as early as 1929, and repeatedly over the next several years.
Now it is your turn to examine some options and try some alternate scenarios in the Explorations that follow.

◆ How to Model in Eight Steps

Modeling a situation mathematically involves many ideas and activities, but modeling is not always straightforward. There are many times when you may be puzzled, confused, and frustrated and you must retrace or rethink the steps involved. We summarize the steps in an order that allows for easy reference, but keep in mind the need to retreat, reassess, and redefine your thinking.

1. State the problem and its context.
2. Identify and assign variables.
3. State the laws that govern the relationships between the variables.
4. Translate the laws into equations.
5. Solve the resulting equations.
6. Interpret and test the solutions in the context of the natural environment.
7. Refine the model until it predicts the empirical data.
8. Interpret the implications of the model.
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Exploration 1.1. Constant Harvesting of a Biomass

1. No harvesting.
   Let’s examine the rate of growth (the derivative) of the sardine biomass using the logistic model of ODE (3). To do this we’ll look at the values of \( sardine' \) as a function of sardine biomass size. Go to the equations quadrant and type in the ODE

\[
sardine' = r \times sardine \times (6 - sardine)/6
\]

\[r = 0.20\]

Click the Enter box.

To create a plot of \( sardine \) vs. \( sardine' \), select the 2D tab (if necessary), place the cursor over the lower right graph, press the right-most mouse button, and select Edit. For the X-Axis use the down arrow to select sardine. For Y-Axis 1, select sardine'. Click now on the Titles tab at the top of the edit window. Type Rate of Growth vs. Biomass as the Graph Title, Sardine as the X-axis label and Sardine' as the Y-axis label. Click OK. Place the cursor over the lower right graph again, press the right-most mouse button and select Auto Scales: Both (if necessary). Next set the IC for \( t \) to 1941 and the IC for sardine to 1, and set the Interval to 20. Click Clear and select Clear All Runs (if necessary), then click the Solve icon.

The top graph shows (by default) sardine vs. time. Notice in the lower graph that the sardine growth rate, \( sardine' \), is maximized somewhere near a midsized sardine population of about 3 million tons. Rescale the Y-axis of the top graph (if necessary) to Minimum = 0; Maximum = 6; Number of Ticks = 6. Verify that the sardine biomass grows at the rate of approximately 10% to 40% per year, depending upon the size of the biomass.
2. **Constant harvesting.**

Let’s analyze the effect of constant harvesting on the logistic sardine population of Problem 1. Since the sardine biomass was 2.71 million tons in 1941, reset the *sardine* IC to 2.71 and keep the *sardine* vertical scale set on the range 0 to 6 and re-solve to observe the relative stabilization of the population.

Now insert a constant harvesting term in the model by modifying the ODE in the equation quadrant to read

\[ s' = r \cdot s \cdot (6 - s)/6 - \text{harvest} \]

Try a harvest value that is slightly less than the biomass growth amount for 2.71 million tons by setting a constant harvest in the equation quadrant. For example you could try \( \text{harvest} = 0.28 \) (280,000 tons per year) and solve the model. (Be sure to click on the **Enter** box first.)

Now click on the **2D** tab in the lower graph quadrant. Clear the graph in that quadrant by setting all axes to **None** in the **Plots** tab of the **Edit** box, then going to the **Titles** tab and deleting all titles. For the upper right graph you can set up and run a sweep of **harvest** over the values 0.1 (100,000 tons/year) to 0.7 (700,000 tons/year) using 7 points in the sweep. Describe the biomass behavior for harvest levels of 0.1; 0.3; 0.5; 0.7. From your exploration, determine what constant harvest amount provides a large harvest yet does not jeopardize the long-term viability of the Pacific sardine population. Explain what you mean by “large harvest” and “long-term viability.” Did the harvest levels suggested by fishery researchers stand up?

3. **How does the IC affect the optimum harvest level?**

Is the optimum harvest level that you determined in Problem 2 affected by the initial biomass of the sardine in 1941? Try some different values for the IC and explain what you learn about the relationship between initial biomass and the optimum constant harvest amount.
Exploration 1.2. Constant Effort Harvesting

1. *Using a constant effort harvesting function.*
   Another model for harvesting is to land a certain percentage of the existing biomass each year. This is called *constant effort (or proportional) harvesting.*
   Introduce constant effort harvesting into ODE (5) by setting
   \[
   \text{harvest} = 0.25 \times \text{sardine}
   \]
   to harvest 25% of the sardine population each year. Try a run. What happens?
   Go back and revise the harvest function to
   \[
   \text{harvest} = k \times \text{sardine}
   \]
   and sweep through several values of your choosing for the harvest coefficient \(k\). Summarize your results. What is the optimum harvest coefficient? Explain what you mean by “optimum” harvest coefficient.
2. *How does the IC affect the optimum harvest percentage?*

Run some experiments to determine if the optimum harvest percentage you select in Problem 1 is sensitive to the initial biomass of the sardine in 1941. Explain your results. How do your results compare to the results of Problem 3 in Exploration 1.1?
Exploration 1.3. Investigating a Harvesting Function

1. A unifying harvest strategy.  
We can combine the strategies used in Explorations 1.1 (Problem 2) and 1.2 (Problem 1) by using a function that approximates each strategy at the appropriate time: proportional harvest for small sardine biomass and constant harvest for sufficiently large sardine biomass. A function suitable to this purpose is

\[ \text{harvest} = \frac{\alpha \cdot \text{sardine}}{\beta + \text{sardine}} \]

Use some algebra to demonstrate that the function does behave as claimed. Approximately what is the proportional harvest coefficient? Approximately what is the constant harvest level?
2. *Testing the function.*
Determine values for $\alpha$ and $\beta$ suitable for the Pacific sardine based on what you learned from Explorations 1.1 (Problem 2) and 1.2 (Problem 1). Is the optimal choice of $\alpha$ and $\beta$ dependent on the initial biomass of the sardine?
Exploration 1.4. The Ricker Growth Rate Model

Biologists commonly use the Ricker function to model fish population reproduction. The Ricker function is \( R = \alpha Pe^{P_{r} - P} / P_{m} \), where \( R \) is the reproduction rate, \( \alpha \) is a constant, \( P \) is the parental or spawning stock population, \( P_{r} \) is the stock size at which \( R = P \), and \( P_{m} \) is the stock size that yields maximum reproduction in the absolute sense. Calibrated for the Pacific sardine during the time period 1941 through 1951, this function is: \( R = 0.15 Pe^{(2.4 - P) / 1.7} \).

1. The Ricker population model.
Replace the logistic term in ODE (5) with the Ricker function to obtain
\[
\text{sardine'} = 0.15 \times (\text{sardine}) \times \exp((2.4 - \text{sardine}) / 1.7)
\]
This function exhibits “compensatory behavior” that biologists know many fish populations exhibit. Plot two sardine populations vs. time on the same set of axes for comparison: \( \text{sardine1'} \) as per the Ricker function above and \( \text{sardine2'} \) as per the logistic growth model used earlier. You have to select the 2D tab on the graphics window when defining the graph to get both populations on the same graph. To compare their respective growth patterns, plot the two sardine populations from 1920 to 1960 (# Points = 40) with IC set to 1 on both plots and with no harvesting. Based on this comparison, speculate what “compensatory” behavior is as envisioned by the biologists and reflected by the Ricker function.
2. *Repeat the harvest experiments.*
Repeat Exploration 1.1, Problem 2, using the Ricker function in the *sardine* ODE. What harvest level would provide a stable sustainable Pacific sardine population? Test whether the optimal harvest rate depends on the population IC. Are the results significantly different than when you used the logistic function?
Overview

Ordinary differential equations (ODEs) model many natural processes, so solutions of ODEs can be used to predict the behavior of those processes.

This chapter will investigate ODEs and initial value problems, their solutions, and their solution curves, along with some methods for finding solution formulas. Slope fields are introduced and used as guides to the behavior of solution curves. The path of a juggler’s ball and the descent of a sky diver are modeled by ODEs.
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See also

Chapter 1 for more on modeling, and Chapter 5 for more on models of motion.
Differential Equations

Differential equations were first used in the seventeenth century to describe physical phenomena, such as the motion of orbiting planets or swinging pendulums. Since then they have been applied to processes, such as the growth of biological populations, the management of investment portfolios, and many other dynamical systems.

An ordinary differential equation is an equation involving an unknown function of one variable and one or more of its derivatives. For example, the ODE

\[ \frac{dy}{dt} = y\cos t \]

is a statement about an unknown function \( y \) (the dependent variable) whose independent variable is \( t \). To solve the ODE we need to find all the functions \( y(t) \) that satisfy the ODE (we will discuss what we mean by a solution in the next section).

“Check” your understanding by identifying the independent and dependent variables and the order of each ODE (i.e., the highest-order derivative that appears):

\[ \frac{dy}{dx} = 2y + 2x \]
\[ 3\frac{d^2z}{dt^2} - 4\frac{dz}{dt} + 7z = 4\sin(2t) \]

Solutions to Differential Equations

A function is a solution of an ODE if it yields a true statement when substituted into the equation. For example, \( y = 2t^2 \) is a solution of the equation

\[ \frac{dy}{dt} = 4t \]  \hspace{1cm} (1)

Can you find another solution of ODE (1)?

Actually, ODE (1) has infinitely many solutions. A single solution is called a particular solution. The set of all solutions is called the general solution. For example, the general solution of ODE (1) is \( y = 2t^2 + C \), where \( C \) is any constant, while \( y = 2t^2 + 3 \) is a particular solution.
◆ Solving a Differential Equation

Solving a differential equation involves finding a function, just as solving an algebraic equation involves finding a number.

An ODE such as \( \frac{dy}{dt} = 2ty \) gives us information about an unknown function \( y \) in terms of its derivative(s). In your differential equations class, you'll learn some methods for finding solutions of ODEs. The section “Finding a Solution Formula” later in this chapter also describes two techniques.

◆ Slope Fields

One useful way to get information about solutions of an ODE is to graph them; graphs of solutions are called solution curves. For first-order ODEs, you can actually get a good idea of what solution curves look like without solving the equation! Notice that for the ODE \( y' = y \cos t \) the slope of the solution curve passing through the point \((t, y)\) is given by \( y \cos t \). Every first-order ODE gives you direct information about the slope of the solution curve through a point, so you can visualize solution curves by drawing small line segments with the correct slopes on a grid of fixed points. With patience (or a computer), you can draw many such line segments (as in the chapter cover figure). This is called a slope field. (Some books call it a direction field.) With practice you'll be able to imagine some of the line segments running together to make a graph. This approximates the graph of a solution to the ODE, that is, a solution curve. Figure 2.1 shows a slope field with several solution curves.
◆ Initial Values

We have seen that an ODE can have many solutions. In fact, the general solution formula involves an arbitrary constant. What happens if we specify that the solution must satisfy another property, such as passing through a given point? For example, all functions $y = 2t^2 + C$ are solutions of the ODE $\frac{dy}{dt} = 4t$, but only the specific solution $y = 2t^2 + 3$ satisfies the condition that $y = 5$ when $t = 1$. So, if we graph solution curves in the $ty$-plane, only the graph of the solution $y = 2t^2 + 3$ goes through the point $(1, 5)$.

The requirement that $y(1) = 5$ is an example of an initial condition, and the combination of the ODE and an initial condition

$$\frac{dy}{dt} = 4t, \quad y(1) = 5$$

(2)

is called an initial value problem (IVP). Its solution is $y = 2t^2 + 3$.

✓ Replace the condition $y(1) = 5$ in IVP (2) by $y(2) = 3$ and find the solution of this new initial value problem. How many solutions are there?

◆ Finding a Solution Formula

An ODE usually has many solutions. How can you find a solution, and how can you describe it? A solution formula provides a useful description, but graphs and tables generated by ODE Architect are also useful, especially in the all-too-frequent case where no formula can be found. Two techniques to find solution formulas are summarized here, and others are in your textbook.

Integration

If $f(t)$ is a continuous function, then the general solution of the ODE

$$\frac{dy}{dt} = f(t)$$

is $y(t) = F(t) + C$, where $F(t)$ is an antiderivative of $f$. For example, the general solution of $\frac{dy}{dt} = \sin t$ is $y = -\cos t + C$.

Separation of Variables

If you can write a differential equation in the form

$$\frac{dy}{dt} = f(t)g(y)$$

then wherever $g(y) \neq 0$ you can rewrite it as

$$\frac{1}{g(y)} \frac{dy}{dt} = f(t)$$

so that

$$\int \frac{1}{g(y)} \, dy = \int f(t) \, dt$$
Finding a Solution Formula

Figure 2.2: Four solution curves of $\frac{dy}{dt} = \sin t/(3y^2 + 1)$ through the marked initial points.

If $H(y)$ is an antiderivative of $1/g(y)$ and $F(t)$ is an antiderivative of $f(t)$, then a solution $y(t)$ of the ODE solves the equation

$$H(y(t)) = F(t) + C$$

for some constant $C$.

Here’s an example of a separable ODE:

$$\frac{dy}{dt} = \frac{\sin t}{3y^2 + 1}$$

(3)

Separating the variables and finding the antiderivatives, we see that

$$(3y^2 + 1)\frac{dy}{dt} = \sin t$$

$$y^3 + y = -\cos t + C$$

(4)

We won’t attempt to express a solution $y(t)$ directly in terms of $t$ (and $C$), but we can check that formula (4) is correct by differentiating each side with respect to $t$. This gives

$$3y^2 \frac{dy}{dt} + \frac{dy}{dt} = \sin t$$

which has the form of ODE (3) if we divide each side by $3y^2 + 1$. Figure 2.2 shows solution curves of ODE (3) through the initial points $(0, -1.5)$, $(0, -1)$, $(0, 0)$, $(0, 1)$. The curves were plotted by using ODE Architect to solve ODE (3) with the given initial data.

Solution formulas are useful, but they exist only for a small number of ODEs of special forms. That’s where numerical solvers like ODE Architect come in—they don’t need solution formulas.
A mathematical model is a system of mathematical equations relating specific variables that represent some aspect of a natural process. Modeling involves several steps:

1. State the problem and its context.
2. Identify and assign variables.
3. State the laws that govern the relationships between the variables.
4. Translate the laws into equations.
5. Solve the resulting equations.
6. Interpret and test the solutions in the context of the natural environment.
7. Refine the model until it predicts the empirical data.
8. Interpret the implications of the model.

The models we consider all involve ODEs.

The Juggler

You can observe the modeling process in the following juggler problem.

1. Find an ODE that describes the height of a ball between the time it leaves the juggler’s hand, moving vertically upward, and the time it falls back into the hand.
2. Let $t =$ time (in seconds), $h =$ height of the ball above the floor (in feet), $v =$ velocity (in ft/sec), and $a =$ acceleration (in ft/sec$^2$).
3. Apply Newton’s second law of motion to the ball: the mass $m$ of a body times its acceleration is equal to the sum of all of the forces acting on the body. We treat the ball as a point mass encountering negligible air resistance (drag) so the only force acting on the ball is that due to gravity, which acts downward.

4. By Newton’s second law, we have that $ma = -mg$, where $g =$ 32 ft/sec$^2$ is the acceleration due to gravity near the surface of the earth, and the minus sign indicates the downward direction of the gravitational force. Since the ball’s acceleration is $a = v’$ where $v$ is its velocity, and $v = h’$, we can model the ball’s motion by $h'' = -32$. The initial height $h_0$ of the ball is that of the juggler’s hand above the floor when the ball is launched upward, and that is easy to measure. The initial velocity $v_0$ is harder to measure directly; it is simpler to solve the model first and then experiment to deduce a reasonable value for $v_0$.
5–8. Solving and testing are up to you. See Figure 2.3 for graphs of $h(t)$ corresponding to $h_0 =$ 4 ft and five values of $v_0$. 

So the juggler’s ODE for vertical motion is $h'' = -32$. 

In the multimedia module

$h_0 =$ 4.5 ft.
How must you revise the process when the ball is thrown to the juggler’s other hand? (The result appears on Screen 3.4 of Module 2.)

✓ The Sky Diver

You might think that the path of a sky diver in free fall looks like the downward path of the ball in the simplest juggler problem of vertical motion. However, as the sky diver’s velocity becomes large the effects of air resistance (or drag) become noticeable and must be included in the model. A revised model (starting with Step 3) follows:

3. In this case, Newton’s second law says that mass times acceleration is equal to the force due to gravity plus that due to air resistance. Experience has shown that the force of air resistance can be modeled fairly well by a term that is proportional to velocity and opposite in direction.

4. We have \( mh'' = mv' = -mg - kv \), where \( k \) is a constant coefficient of air resistance. The initial velocity of the sky diver is \( v_0 = 0 \text{ ft/sec} \); the initial height when the sky diver jumps from the plane is \( h_0 \text{ ft} \).

5. We solve the second-order ODE for \( h \) in two steps, first for \( v \) (by separating the variables) and then for \( h \) (by integrating the expression we
find for \( v \), since \( v = h' \). Here are the steps:

\[
v' = -g - \frac{k}{m} v, \quad v(0) = 0
\]

\[
\frac{1}{g + kv/m} \frac{dv}{dt} = -1
\]

\[
\int g + kv/m \frac{dv}{dt} = - \int dt
\]

\[
(m/k) \ln(g + kv/m) = -t + C
\]

\[
\ln(g + kv/m) = (k/m)(-t + C)
\]

Exponentiating and setting \( K = \exp(kC/m) \) we obtain

\[
g + kv/m = Ke^{-(k/m)t}
\]

Since \( v = 0 \) when \( t = 0 \), we find that \( K = g \). Solving for \( v \) we obtain

\[
v = -\frac{mg}{k} + \frac{mg}{k} e^{-(k/m)t}
\]

That means that \( h(t) \) solves the IVP

\[
h' = v = -\frac{mg}{k} + \frac{mg}{k} e^{-(k/m)t}, \quad h(0) = h_0
\]

We find the formula for \( h(t) \) by integration and the fact that \( h = h_0 \) at \( t = 0 \):

\[
h = -\frac{mg}{k} t - \frac{m^2 g}{k^2} e^{-(k/m)t} + \frac{m^2 g}{k^2} + h_0
\]

In our example of free fall (Screen 4.3), these equations become

\[
h'' = v' = -32 - \frac{k}{5} v \quad \text{if} \quad m = 5 \text{ slugs}
\]

\[
h' = v = -\frac{160}{k} + \frac{160}{k} e^{-(k/5)t}
\]

\[
h = -\frac{160}{k} t - \frac{800}{k^2} e^{-(k/5)t} + \frac{800}{k^2} + 13500
\]

(5)

See Figure 2.4 for some time-height curves.

Since the mass \( m \) of the sky diver doesn’t drop out of the ODE when damping is added, we have to use appropriate units for the mass. In English units (which the English have been wise enough to discard) we have

\[
\text{mass} = \frac{\text{force}}{\text{acceleration}} = \frac{\text{weight}}{\text{gravity}} = \frac{\text{lbs}}{\text{ft/sec}^2} = \text{slugs}
\]

Opening the Parachute

If we wish to model what happens when the parachute opens, we’ll need to alter the model slightly to account for the sudden change in drag—that is, for how the value of \( k \) suddenly changes.
4. We can use experimental values for the drag coefficients: in free fall $k_{ff} = 0.86$, and, after the parachute opens, $k_p = 6.71$, both in slugs/sec. The parachute opens at time $t_p$, when $h$ is 2500 feet. It’s hard to calculate $t_p$ from formula (5), so we can approximate it by reading the graph of $h$ vs. $t$ (use the Explore feature on graphs of Screen 4.4).

We noticed on Screen 4.5 of Module 2 that an instantaneous opening of the parachute would exert an enormous force on the sky diver, so the model was further revised to allow the chute to open over a few seconds (a more realistic model), and we let $k$ grow gradually, in a linear way, as it goes from $k_{ff}$ to $k_p$. Take a look at Exploration 2.4, Problem 3.
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Exploration 2.1. ODEs and Their Solutions

1. Where is that constant?
   Solution formulas for first-order ODEs often involve an arbitrary constant \( C \), and it can show up in all sorts of strange places in the formulas. Solve each of the following ODEs for \( y \) in terms of \( t \) and \( C \).

   (a) \( y' = 1 + \sin t \)  
   (b) \( y' = -\frac{y}{3} \)  
   (c) \( y' = \frac{t}{y} \)  
   (d) \( y' = 2t^2y/\ln y \)

2. Let's check out the ODE Architect.
   You can see how good the ODE Architect solver is by creating initial value problems for the ODEs of Problem 1 and using the Architect to solve them and graph the solutions. Then compare the solver graphs with those obtained using the solution formula. For example, use ODE Architect to solve and plot the solution of the IVP \( y' = -\frac{y}{3}, \ y(0) = 1 \). Then graph the solution \( y = e^{-t/3} \) and compare. To do this, enter the following two equations on the editor screen:

   \[ y' = -\frac{y}{3} \]
   \[ u = e^{-t/3} \]

   Next enter the initial condition for the ODE, then solve and plot the solution on one of the graphics screens. Use the custom 2D plot tab to overlay the graph of \( u \). Do the graphs match? Repeat with your own initial data for each of the other three ODEs in Problem 1.
3. \textit{How many} solutions does this IVP have? 
Find formulas for two different solutions for the IVP $y' = y^{1/3}$, $y(0) = 0$. 
Which solution does ODE Architect give? Repeat with $y' = y^{2/3}$, $y(0) = 0$. 
[\textit{Hint: Is $y(t) = 0$ for all $t$ a solution?}]

4. \textit{The effect of a singularity in the differential equation.} 
The ODE $y' = y/t$ has a singularity at the point $(0, 0)$ because at that point, $y/t = 0/0$, which is undefined. Find a formula for all solutions of the ODE. Does the IVP $y' = y/t$, $y(0) = 0$, have any solutions? Use ODE Architect for $y' = y/t$, $y(1) = a$, for various positive values of $a$ and then solve backward in time to see what happens as $t$ gets near zero. Explain.

\footnote{Usually an IVP has a single solution, but in this Exploration you will see some exceptions. You can find out why by reading about “existence” and “uniqueness” in your text.}
Exploration 2.2. Slope Fields

1. **What happens in the long term?**
The following ODEs are given in Screen 2.2 (Experiment 1). Using ODE Architect, describe what the solutions do as \( t \) gets very large. Include sketches or printouts of your solution curves and their slope fields.

   (a) \( y' = y - 1 \)  
   (b) \( y' = t/4 \)  
   (c) \( y' = (y - t)/10 \)

2. **More long-term behavior.**
Repeat Problem 1 with the following ODEs.

   (a) \( y' = ty \)  
   (b) \( y' = (y^2 - 4)/10 \)  
   (c) \( y' = (y - 3)/5 \)
3. **Still more long-term behavior.**
   Using ODE Architect, describe the long-term behavior of the solutions of 
   \[ y' = y \sin(t + y) \].

4. **Strange solutions.**
   Make up your own ODEs, especially ones whose solution curves or slope 
   fields form strange patterns. Use ODE Architect to display your results. De- 
   scribe the long-term behavior of solution curves. Attach printouts of your 
   graphs.
Exploration 2.3. The Juggler

Second-order ODEs of the form \( y'' = f(t, y, y') \) are to be solved in Explorations 2.3 and 2.4. Since ODE Architect only accepts first-order ODEs, we will replace \( y'' = f \) by an equivalent pair of first-order ODEs. We do this by introducing \( v = y' \) as another dependent variable:

\[
\begin{align*}
y' &= v \\
v' &= f(t, y, v)
\end{align*}
\]

1. *What goes up must come down.*

Use ODE Architect to find the position of the ball at several different times \( t \) for several different initial velocities. Assume no air resistance and that the ball moves in a vertical line. What is the name for the shapes of the solution curves in the \( ty \)-plane? Does it take longer for the ball to rise or to fall? Show and explain the difference (if there is one!).

2. *Hand-to-hand motion of the ball.*

For a given initial speed \( v_0 \), find the range of values of the angle \( \theta_0 \) so that the ball goes from one hand to the other. Now increase the initial speed. What happens to the range of successful values of \( \theta_0 \)? Explain. [Suggestion: First take a look at Screen 3.5 (Experiment 2 in Module 2); then enter the equations in ODE Architect and vary \( \theta_0 \) with fixed \( v_0 \) to find the ranges. You may also want to take a look at Screens 1.2 and 1.3 in Module 5.]
3. *Raise your hand!*
Suppose the juggler raises his catching hand one foot higher. Repeat Problem 2 in this setting.

4. *Juggling two balls.*
Construct model ODEs for tossing two balls, one after the other, from one hand to the other. Use ODE Architect to find the positions of both balls at time $t$. 
Exploration 2.4. The Sky Diver

Second-order ODEs of the form $y'' = f(t, y, y')$ are to be solved in Explorations 2.3 and 2.4. Since ODE Architect only accepts first-order ODEs, we will replace $y'' = f$ by an equivalent pair of first-order ODEs. We do this by introducing $v = y'$ as another dependent variable:

\[
\begin{align*}
y' &= v \\
v' &= f(t, y, v)
\end{align*}
\]

1. **Terminal speed of a falling body.**
   Use ODE Architect and determine the sky diver’s terminal speeds for several different values of the viscous damping coefficient (use $m = 5$ slugs and $g = 32$ ft/sec$^2$). Is there any difference if the sky diver jumps at 25,000 feet instead of 13,500 feet? [Suggestion: After entering the ODE and solving, click on a Data tab in either of the two graphics windows and use approximate data you find there.]

2. **Slow down!**
   If a sky diver can survive a free-fall jump only if she hits the ground at no more than 30 ft/sec, what values of the viscous drag coefficient $k$ make this possible? Are these $k$-values realistic? (Use $m = 5$ slugs and $g = 32$ ft/sec$^2$.)
3. **A Modeling Challenge!**

Let’s construct a model for a parachute that opens over a 3 second time span. The ODEs for this model are given on Screen 4.5 (Experiment 2), but we have to define $k(t)$. Assume that the sky diver has a mass of 5 slugs and that she jumps from 13,500 ft. The parachute starts to open after 65 seconds of free fall and the damping coefficient changes linearly from $k_{ff} = 0.86$ slugs/ft to $k_p = 6.71$ slugs/ft as the chute opens. In other words,

$$k(t) = \begin{cases} 
  k_{ff}, & t < 65 \\
  k_{ff} + \frac{k_p - k_{ff}}{3}(t - 65), & 65 \leq t \leq 68 \\
  k_p, & t > 68 
\end{cases}$$

(a) Write an expression for $k(t)$ using the properties of step functions. **Hint:**

$$\text{Step}(t, 65) - \text{Step}(t, 68) = \begin{cases} 
  1, & 65 \leq t \leq 68 \\
  0, & \text{otherwise} 
\end{cases}$$

(b) Use ODE Architect to plot the sky diver’s acceleration, velocity, and height vs. time, using your expression for $k(t)$. 
A room heats up in the morning, and the air conditioner in the room starts its on-off cycles.

Overview  In this chapter, we’ll use Newton’s law of cooling to build mathematical models of a number of situations that involve the variation of temperature in a body with time. Some of our models involve ODEs that can be solved analytically; others will be solved numerically by ODE Architect. We’ll compare the analytical solutions and the numerical results and see how both can be used to verify predictions made by the models.

Key words  Modeling; Newton’s law of cooling (and warming); initial conditions; general solution; separation of variables; integrating factor; heat energy; air conditioning; melting

See also  Chapter 1 for more on modeling and Chapter 2 for the technique of separation of variables.
Chapter 3

◆ Newton’s Law of Cooling

Have you ever gotten an order of piping hot French fries, only to find them ice cold in what seems like a matter of moments? Whenever an object (or substance) is warmer than its surroundings, it cools because it loses heat energy. The greater the temperature difference between the object and its surroundings, the faster the object cools. The temperature of a body rises if its surroundings are at a higher temperature than it is. What happens to the ice cream in a cone on a hot day?

Although it is an oversimplification, we will assume that the temperature is uniform at all points in the objects we wish to model, but the temperature may change with time. Let’s assume that the rate of change of the object’s temperature is proportional to the difference between its temperature and that of its surroundings. Stated mathematically, we have:

\[ \frac{dT}{dt} = k(T_{out} - T) \]  

where \( k \) is a positive constant called the cooling coefficient.

◆ Cooling an Egg

What happens to the temperature of a hard-boiled egg when you take it out of a pot of boiling water? At first, the egg is the same temperature as the boiling water. Once you take it out of the water the egg begins to cool, rapidly at first and then more slowly. The temperature of the egg, \( T(t) \), drops at a rate proportional to the difference between the temperature of the air, \( T_{out} \), and \( T(t) \). Notice from ODE (1) that if \( T_{out} < T(t) \), the rate of change of temperature, \( dT/dt \), is negative, so \( T(t) \) decreases and your egg cools.

✓ “Check” your understanding by answering this question: What happens to the temperature of an egg if it is boiled at 212°F and then transferred to an oven at 400°F?

◆ Finding a General Solution

Equation (1) is a first-order ODE and its general solution contains one arbitrary constant. We can see this as follows: If \( T_{out} \) is a constant, then ODE (1) is separable, and separating the variables we have:

\[ \int \frac{dT}{T_{out} - T} = \int k \, dt \]
Finding an antiderivative for each side we obtain

\[- \ln |T_{\text{out}} - T(t)| = kt + K\]

where \(K\) is an arbitrary constant. Multiplying through by \(-1\) and exponentiating gives us

\[|T_{\text{out}} - T(t)| = e^{-K}e^{-kt}\]

or, after dropping the absolute value signs, we have that

\[T(t) = T_{\text{out}} + Ce^{-kt}\]  \hspace{1cm} (2)

where \(C = \pm e^{-K}\) is now the arbitrary constant. The solution formula (2) is called the general solution of ODE (1).

✓ How does the temperature \(T(t)\) in (2) behave as \(t \to +\infty\)? Why can the constant \(C\) be positive or negative?

Given an initial condition, we can determine \(C\) uniquely and identify a single solution from the general solution (2). If we take \(T(0) = T_0\), then since \(T(0) = T_{\text{out}} + C\) we see that \(C = T_0 - T_{\text{out}}\) and we get the unique solution

\[T(t) = T_{\text{out}} + (T_0 - T_{\text{out}})e^{-kt}\]  \hspace{1cm} (3)

The constant of proportionality, \(k\), in ODE (1) determines the rate at which the body cools. It can be evaluated in a number of ways, for example, by measuring the body’s temperature at two different times and using formula (3) to solve for \(T_0\) and \(k\). Figure 3.1 shows temperature curves corresponding to \(T_{\text{out}} = 70^\circ\text{F},\ T_0 = 212^\circ\text{F},\) and five values of \(k\).

Figure 3.1: The cooling coefficient \(k\) ranges from 0.03 to 0.3 min\(^{-1}\) for eggs of different sizes. Which is the \(k = 0.03\) egg?
✓ An object is initially at 212°F and cools to 190°F after 5 minutes in a room that is at 72°F. Find the coefficient of cooling, $k$, and determine how long it will take to cool to 100°F.

Finding the general solution formula (2) for ODE (1) was straightforward. However, the vast majority of ODEs are not so simple to solve and we have to use numerical methods. To demonstrate the accuracy of such methods, you can compare the numerical solutions from ODE Architect with a known solution formula.

✓ How long will it take for a 212°F egg to cool to 190°F in a 72°F room if $k = 0.03419$ min$^{-1}$? Use ODE Architect and formula (3) and compare the results.

◆ **Time-Dependent Outside Temperature**

When considering the cooling of an egg, ODE (1) is separable because $T_{out}$ is constant in this instance. Let’s consider what happens when the outside temperature changes with time.

We can still use Newton’s law of cooling, so that if $T(t)$ is the egg’s temperature and $T_{out}(t)$ is the room’s temperature, then

$$\frac{dT}{dt} = k(T_{out}(t) - T)$$

(4)

Note that ODE (4) is not separable (because $T_{out}$ varies with time) but it is linear, so we can find its general solution as follows. Rearrange the terms to give the linear ODE in standard form:

$$\frac{dT}{dt} + kT = kT_{out}(t)$$

Multiply both sides by $e^{kt}$, so that

$$e^{kt}\left(\frac{dT}{dt} + kT\right) = kT_{out}(t)e^{kt}$$

(5)

Since the left-hand side of ODE (5) is $(d/dt)(e^{kt}T(t))$, it can be rewritten:

$$\frac{d}{dt}(e^{kt}T) = kT_{out}(t)e^{kt}$$

(6)

Integrating both sides of ODE (6) we have that

$$e^{kt}T = \int kT_{out}(t)e^{kt}dt + C$$

where $C$ is an arbitrary constant. The magic factor $\mu(t) = e^{kt}$ that enabled us to do this is called an *integrating factor*. So ODE (4) has the general solution

$$T(t) = e^{-kt}\left(\int kT_{out}(t)e^{kt}dt + C\right)$$

Every ODE text discusses integrating factors and first-order linear ODEs.
Finally, letting $T(0) = T_0$ and integrating from 0 to $t$, we get the solution

$$T(t) = e^{-kt} \left( \int_0^t kT_{out}(s)e^{ks}ds + T_0 \right)$$

(7)

It may be possible to evaluate the integral (7) analytically, but it is easier to use ODE Architect right from the start. See Figure 3.2 for egg temperatures in a room whose temperature oscillates between hot and cold.

✓ Show that if $T_{out}$ is a constant, then formula (7) reduces to formula (3).

☞ You may find a computer algebra system or a table of integrals helpful!

✓ Use equation (7) to find a formula for $T(t)$ if

$$T_{out}(t) = 82 - 10 \sin \left( \frac{2\pi(t + 3)}{24} \right)$$

Use a table of integrals to carry out the integration.

≥ Air Conditioning a Room

Now let’s build a model that describes a room cooled by an air conditioner. Without air conditioning, we can model the change in temperature using ODE (1). When the air conditioner is running, its coils remove heat energy at a rate proportional to the difference between $T_r$, the room temperature, and the
temperature $T_{ac}$ of the coils. So, using Newton’s law of cooling for the temperature change due to both the air outside the room and the air conditioner coils, our model ODE is

$$\frac{dT_r}{dt} = k(T_{out} - T_r) + k_{ac}(T_{ac} - T_r)$$

where $T_{out}$ is the temperature of the outside air and $k$ and $k_{ac}$ are the appropriate cooling coefficients. If the unit is turned off, then $k_{ac} = 0$ and this equation reduces to ODE (1).

Let’s assume that the initial temperature of the room is 60°F and the outside temperature is a constant 100°F. The air conditioner operates with a coil temperature of 40°F, switches on when the room reaches 80°F, and switches off at 70°F. Initially, the unit is off and the change in the room temperature is modeled by

$$\frac{dT_r}{dt} = 0.03(100 - T_r), \quad T_r(0) = 60 \quad (8)$$

where we have taken the cooling coefficient $k = 0.03 \text{ min}^{-1}$. As we expect, the temperature in the room will rise as time passes. At some time $t_{on}$ the room’s temperature will reach 80°F and the air conditioner will switch on. If $k_{ac} = 0.1 \text{ min}^{-1}$, then for $t > t_{on}$ the temperature is modeled by the IVP

$$\frac{dT_r}{dt} = 0.03(100 - T_r) + 0.1(40 - T_r), \quad T_r(t_{on}) = 80 \quad (9)$$

which is valid until the room cools to 70°F at some time $t_{off}$. Then for $t > t_{off}$ the room temperature satisfies the IVP (8) but with the new initial condition $T_r(t_{off}) = 70$. Each time the unit turns on or off the ODE alternates between the two forms given in (8) and (9).

Solving the problem by hand in the manner just described is very tedious. However, we can use ODE Architect to change the ODE automatically and without having to find $t_{on}$ and $t_{off}$. The key is to define $k_{ac}$ to be a function of temperature by using a step function; here’s how we do it. In the equation quadrant of ODE Architect write the ODE as

$$T_r' = 0.03 \ast (100 - T_r) + k_{ac} \ast (40 - T_r)$$

Now define $k_{ac}$ as follows:

$$k_{ac} = 0.1 \ast \text{Step}(T_r, T_c)$$

where

$$T_c = 75 + 5 \ast B$$

Here $T_c$ is the control temperature and

$$B = 2 \ast \text{Step}(T_r', 0) - 1$$

Note that $B = +1$ when $T_r' > 0$ (the room is warming) and $B = -1$ when $T_r' < 0$ (the room is cooling). This causes $T_c$ to change from 80°F to 70°F (or
Figure 3.3: Air conditioning keeps the room temperature in the comfort zone, $70 \, ^\circ \text{F} \leq T_r \leq 80 \, ^\circ \text{F}$.

The reverse) depending on whether the room is warming or cooling. Finally, $k_{ac}$ is zero (the air conditioner is off) when $T_r < T_c$, and $k_{ac} = 0.1$ (the air conditioner is on) when $T_r > T_c$.

The overall effect is that the air conditioner switches on only if the room temperature is above $80 \, ^\circ \text{F}$, then it runs until the room is cooled to $70 \, ^\circ \text{F}$, and then it switches off. The room temperature rises again to $80 \, ^\circ \text{F}$, and the process repeats. The temperature-vs.-time plot is shown in Figure 3.3. The accompanying screen image shows that we have set the maximum time step to 0.1 (under the Solver tab). If the internal time steps are not kept small, the Architect will not correctly notice when the step functions turn on and off.

\section*{The Case of the Melting Snowman}

It is difficult to model the melting of a snowman because of its complicated geometry: a large roundish ball of snow with another smaller mound on top. So let’s simplify the model by treating the snowman as a single spherical ball of snow. The rate at which the snowman melts is proportional to the rate at which it gains thermal energy from the surrounding air, and it is given by

$$\frac{dV}{dt} = -h\frac{dE}{dt} \quad (10)$$

where $V$ is the ball’s volume, $E$ is thermal energy, and $h$ is a positive constant.
Our snowman will gain thermal energy only at its surface, where it is exposed to the warm air. So, it is reasonable to assume that the energy gain is proportional to both the surface area of the snowman and the temperature difference between the air and the snow:

\[
\frac{dE}{dt} = \kappa A(V) (T_{out} - 32)
\]  

where \( \kappa \) is a positive constant, and \( A(V) \) is the surface area of a sphere of volume \( V \).

If we combine equations (10) and (11) and take \( k = \kappa h \), we obtain

\[
\frac{dV}{dt} = -kA(V)(T_{out} - 32)
\]  

✓ The volume of a sphere of radius \( r \) is \( V = \frac{4}{3}\pi r^3 \) and its surface area is \( A = 4\pi r^2 \). Eliminate \( r \) between these two formulas to express \( A \) as a function of \( V \). (You will need this soon.)

Note that ODE (12) is separable even when the outside temperature \( T_{out} \) is a function of time. Separating the variables and integrating we find the formula

\[
\int \frac{1}{A(V)} \, dV = - \int k(T_{out}(t) - 32) \, dt + C
\]  

which defines \( V \) implicitly as a function of \( t \). We can find the constant of integration \( C \) from the volume of the snowman at a specific time. However, expressions for the integrals in formula (13) may be hard to find. Once again ODE Architect comes to the rescue and solves ODE (12) numerically, given formulas for \( A(V) \), \( T_{out}(t) \), and the initial volume.

✓ If \( k = 0.1451 \text{ ft/(hr}^\circ\text{F)} \), the original volume of the snowman is 10 ft\(^3\), and the outside temperature is 40\(^\circ\text{F} \), how many hours does it take the snowman’s volume to shrink to 5 ft\(^3\)?
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1. **Too hot to handle.**
   When eating an egg, you don’t want it to be too hot! If an egg with an initial temperature of 15°C is boiled and reaches 95°C after 5 minutes, how long will you have to wait until it cools to 70°C?

2. **A dead body, methinks.**
   In forensic science, it is important to be able to estimate the time of death if the circumstances are suspicious. Assume that a corpse cools according to Newton’s law of cooling. Suppose the victim has a temperature of 72°F when it is found in a 40°F walk-in refrigerator. However, it has cooled to 66.8°F two hours later when the forensic pathologist arrives. Estimate the time of death.¹

3. *In hot water.*

Heat a pan of water to 120°F and measure its temperature at five-minute intervals as it cools. Plot a graph of temperature vs. time. For various values of the constant $k$ in Newton’s law of cooling, use ODE Architect to solve the rate equation for the water temperature. What value of $k$ gives you a graph that most closely fits your experimental data?


In Problem 3 you may have found it difficult to find a suitable value of $k$. Here is the preferred way to determine $k$. The solution to ODE (1) is

$$T(t) = T_{out} + (T_0 - T_{out})e^{-kt}$$

where in this context $T_{out}$ is the room temperature. We can measure $T_{out}$ and the initial temperature, $T_0$. Rearranging and taking the natural logarithm of both sides gives

$$\ln|T(t) - T_{out}| = \ln|T_0 - T_{out}| - kt$$

Using the data of Problem 3, plot $\ln|T(t) - T_{out}|$ against $t$. What would you expect the graph to look like? Use your graph to estimate $k$, then use ODE Architect to check your results.
1. **On again, off again.**
   When a room is cooled by an air conditioner, the unit switches on and off periodically, causing the temperature in the room to oscillate. How does the period of oscillation depend on the following factors?
   
   • The upper and lower settings of the control temperature
   • The outside temperature
   • The coil temperature, $T_{ac}$
2. *Keeping your cool for less.*

The cost of operating an air conditioner depends on how much it runs. Which is the most economical way of cooling a room over a given time period?

- Set a small difference between the control temperatures, so that the temperature is always close to the average.
- Allow a large difference between the control temperatures so that the unit switches on and off less frequently.

Make sure the average of the control temperatures is the same in all your tests.
Exploration 3.3. The Return of the Melting Snowman

1. *The half-life of a snowman.*
   Use ODE Architect to plot volume vs. time for several different initial snowman volumes between 5 and 25 ft³, assuming that $k = 0.1451$ ft/(hr °F) and $T_{out} = 40$°F. For each initial volume use the Explore feature of ODE Architect to find the time it takes the snowman to melt to half of its original size, and make a plot of this “half-life” vs. initial volume. Any conclusions? [To access the Explore feature, click on Solutions on the menu bar and choose Explore. This will bring up a dialog box and a pair of crosshairs in the graphics window. Move the crosshairs to the appropriate point on the solution curve and read the coordinates of that point from the dialog box. Note that the Index entry gives the corresponding line in the Data table.]

2. *Sensitivity to outside temperature.*
   Now fix the snowman’s initial volume at 10 ft³ and use ODE Architect to plot a graph of volume vs. time for several different outside temperatures between 35°F and 45°F, with $k = 0.1451$ ft/(hr °F). Find the time it takes the snowman to melt to 5 ft³ for each outside temperature used and plot that time against temperature. Describe the shape of the graph.
3. *Other snowmen.*

In developing our snowman model, we assumed that the snowman could be modeled as a sphere. Sometimes snowmen are built by rolling the snow in a way that makes the body cylindrical. How would you model a cylindrical snowman? Which type of snowman melts faster, given the same initial volume and air temperature?
Overview
Second-order linear differential equations, especially those with constant coefficients, have a host of important applications. In this chapter we explore some phenomena involving mechanical and electrical oscillations. The first part deals with some basic features common to oscillations of all sorts. The second part applies some of these results to seismographs, which are instruments used for recording earthquake data.

Key words
Newton’s second law; oscillation; period; frequency; amplitude; phase; simple harmonic motion; viscous damping; underdamping; overdamping; critical damping; transient; steady-state solution; forced oscillation; seismograph; Kirchhoff’s laws

See also
Chapter 5 for more on vectors and damping, Chapters 6 and 10 for more on oscillations, and Chapter 12 for more on forced oscillations.
◆ Second-Order ODEs and the Architect

ODE Architect will accept only first-order ODEs, so how can we use it to solve a second-order ODE? There is a neat trick that does the job, and an example will show how. Suppose we want to use ODE Architect to study the behavior of the initial value problem (or IVP):

\[ u'' + 3u' + 10u = 5 \cos(2t), \quad u(0) = 1, \quad u'(0) = 0 \]  

(1)

Let’s write \( v = u' \), then

\[ v' = \frac{d}{dt} (v) = \frac{d}{dt} (u') = u'' \]

so IVP (1) becomes

\[ u' = v, \quad u(0) = 1 \]
\[ v' = -10u - 3v + 5 \cos(2t), \quad v(0) = 0 \]  

(2)

ODE Architect won’t accept IVP (1), but it will accept the equivalent IVP (2). The components \( u \) and \( v \) give the solution of IVP (1) and its first derivative \( u' = v \). If we use ODE Architect to solve and plot the component curve \( u(t) \) of system (2), we are simultaneously plotting the solution \( u(t) \) of IVP (1).

✓ “Check” your understanding by converting the IVP

\[ 2u'' - 2u' + 3u = -\sin(4t), \quad u(0) = -1, \quad u'(0) = 2 \]

to an equivalent IVP involving a system of two normalized first-order ODEs.

◆ Undamped Oscillations

Second-order differential equations arise naturally in physical situations; for example, the motion of an object is described by Newton’s second law, \( F = ma \). Here, \( F \) is the sum of the forces acting on the object of mass \( m \) and \( a \) is the acceleration, which is the second derivative of the object’s position. Many of these differential equations lead to oscillations or vibrations. Many oscillating systems can be modeled by a system consisting of a mass attached to a spring where the motion takes place in a horizontal direction on a table. This simplifies the derivation of the equation of motion, but the same equation also describes the up-and-down motion of a mass suspended by a vertical spring.

Let’s assume an ideal situation: there is no friction between the mass and the table, there is no air resistance, and there is no dissipation of energy in the spring or anywhere else in the system. The differential equation describing the motion of the mass is

\[ m \frac{d^2 u}{dt^2} = -ku \]  

(3)
where $u(t)$ is the position of the mass $m$ relative to its equilibrium and $k$ is the spring constant. The natural tendency of the spring to return to its equilibrium position is represented by the restoring force $-ku$. Two initial conditions,

$$u(0) = u_0, \quad u'(0) = v_0$$

where $u_0$ and $v_0$ are the initial position and velocity of the mass, respectively, determine the position of the mass uniquely. ODE (3) together with the initial conditions (4) constitute a well-formulated initial value problem whose solution predicts the position of the mass at any future time.

The general solution of ODE (3) is

$$u(t) = C_1 \cos(\omega_0 t) + C_2 \sin(\omega_0 t)$$

where $C_1$ and $C_2$ are arbitrary constants and $\omega_0^2 = k/m$. Applying the initial conditions (4), we find that $C_1 = u_0$ and $C_2 = v_0/\omega_0$. Thus the solution of the IVP (3), (4) is

$$u(t) = u_0 \cos(\omega_0 t) + (v_0/\omega_0) \sin(\omega_0 t)$$

The corresponding motion of the mass is periodic, which means that it repeats itself after the passage of a time interval $T$ called the period. If we measure time in seconds, then the quantity $\omega_0$ is the natural (circular) frequency in radians/sec, and $T$ is given by

$$T = 2\pi/\omega_0$$

The reciprocal of $T$, or $\omega_0/2\pi$, is the frequency of the oscillations measured in cycles per second, or hertz. Notice that since $\omega_0 = \sqrt{k/m}$, the frequency and the period depend only on the mass and the spring constant and not on the initial data $u_0$ and $v_0$.

By using a trigonometric identity, the solution (6) can be rewritten in the amplitude-phase form as a single cosine term:

$$u(t) = A \cos(\omega_0 t - \delta)$$

where $A$ and $\delta$ are expressed in terms of $u_0$ and $v_0/\omega_0$ by the equations

$$A = \sqrt{u_0^2 + (v_0/\omega_0)^2}, \quad \tan \delta = \frac{v_0}{u_0\omega_0}$$

The quantity $A$ determines the magnitude or amplitude of the oscillation (8); $\delta$ is called the phase (or phase shift) because $\delta/\omega_0$ measures the time translation from a standard cosine curve.

Show that (8) is equivalent to (6) when $A$ and $\delta$ are defined by (9).
The viscous damping force is \(-c \frac{du}{dt}\).

Equation (8) predicts that the periodic oscillation will continue indefinitely. A more realistic model of an oscillating spring must include damping. A simple, useful model results if we represent the damping force by a single term that is proportional to the velocity of the mass. This model is known as the viscous damping model; it leads to the differential equation

\[
m \frac{d^2u}{dt^2} = -ku - c \frac{du}{dt}
\]

where the positive constant \(c\) is the viscous damping coefficient.

The behavior of the solutions of ODE (10) is determined by the roots \(r_1\) and \(r_2\) of the characteristic polynomial equation,

\[
Mr^2 + cr + k = 0
\]

Using the quadratic formula, we find that the characteristic roots \(r_1\) and \(r_2\) are

\[
r_1 = \frac{-c + \sqrt{c^2 - 4mk}}{2m}, \quad r_2 = \frac{-c - \sqrt{c^2 - 4mk}}{2m}
\]

The nature of the solutions of ODE (10) depends on the sign of the discriminant \(c^2 - 4mk\). If \(c^2 \neq 4mk\), then \(r_1 \neq r_2\) and the general solution of ODE (10) is

\[
u = C_1 e^{r_1 t} + C_2 e^{r_2 t}
\]

where \(C_1\) and \(C_2\) are arbitrary constants.

The most important case is underdamping and occurs when \(c^2 - 4mk < 0\), which means that the damping is relatively small. In the underdamped case, the characteristic roots \(r_1\) and \(r_2\) in formula (11) are the complex numbers

\[
r_1 = -\frac{c}{2m} + i\mu, \quad r_2 = -\frac{c}{2m} - i\mu, \quad \text{where } \mu = \sqrt{\frac{4mk - c^2}{2m}} \neq 0
\]

Euler’s formula implies that

\[
e^{(\alpha + i\beta)t} = e^{\alpha t} (\cos \beta t + i \sin \beta t)
\]

for any real numbers \(\alpha\) and \(\beta\), so

\[
e^{r_1 t} = e^{-ct/2m} (\cos \mu t + i \sin \mu t), \quad e^{r_2 t} = e^{-ct/2m} (\cos \mu t - i \sin \mu t)
\]

Now, using the initial conditions together with equations (12) and (14), we find that the solution of the IVP

\[
m \frac{d^2u}{dt^2} + c \frac{du}{dt} + ku = 0, \quad u(0) = u_0, \quad u'(0) = v_0
\]

is given by

\[
u = e^{-ct/2m} \left\{ u_0 \cos(\mu t) + \left[ \frac{v_0}{\mu} + \frac{cu_0}{2m\mu} \right] \sin(\mu t) \right\}
\]
Verify that \( u(t) \) defined in formula (16) is a solution of IVP (15).

The solution (16) represents an oscillation with circular frequency \( \mu \) and an exponentially decaying amplitude (see Figure 4.1). From the formula in (13) we see that \( \mu < \omega_0 \), where \( \omega_0 = \sqrt{k/m} \), but the difference is small for small \( c \).

If the damping is large enough so that \( c^2 - 4mk > 0 \), then we have overdamping and the solution of IVP (15) decays exponentially to the equilibrium position but does not oscillate (see Figure 4.2). The transition from oscillatory to nonoscillatory motion occurs when \( c^2 - 4mk = 0 \). The corresponding value of \( c \), given by \( c_0 = 2\sqrt{mk} \), is called critical damping.

### Forced Oscillations

Now let’s see what happens when an external force is applied to the oscillating mass described by ODE (10). If \( F(t) \) represents the external force, then ODE (10) becomes

\[
m \frac{d^2 u}{dt^2} + c \frac{du}{dt} + ku = F(t)
\]

Some interesting things happen if \( F(t) \) is periodic, so we will look at the ODE

\[
m \frac{d^2 u}{dt^2} + c \frac{du}{dt} + ku = F_0 \cos(\omega t)
\]
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where $F_0$ and $\omega$ are the amplitude and circular frequency, respectively, of the external force $F$. Then, in the underdamped case, the general solution of ODE (18) has the form

$$u(t) = e^{-ct/2m}[C_1 \cos(\mu t) + C_2 \sin(\mu t)] + a \cos(\omega t) + b \sin(\omega t)$$  \hspace{1cm} (19)

where $a$ and $b$ are constants determined so that $a \cos(\omega t) + b \sin(\omega t)$ is a solution of ODE (18). The constants $a$ and $b$ depend on $m$, $c$, $k$, $F_0$, and $\omega$ of ODE (18), but not on the initial data. The constants $C_1$ and $C_2$ can be chosen so that $u(t)$ given by formula (19) satisfies given initial conditions.

The first term on the right side of the solution (19) approaches zero as $t \to +\infty$; this is called the transient term. The remaining two terms do not diminish as $t$ increases, and their sum is called the steady-state solution (or the forced oscillation), here denoted by $u_s(t)$. Since the steady-state solution persists forever with constant amplitude, it is frequently the most interesting solution. Notice that it oscillates with the circular frequency $\omega$ of the driving force $F$. It can be written in the amplitude-phase form (8) as

$$u_s(t) = A \cos(\omega t - \delta)$$  \hspace{1cm} (20)

where $A$ and $\delta$ are now given by

$$A = \frac{F_0}{\sqrt{m^2(\omega_0^2 - \omega^2)^2 + c^2 \omega^2}} \quad \tan \delta = \frac{c \omega}{m(\omega_0^2 - \omega^2)} \hspace{1cm} (21)$$

Figure 4.3 shows a graphical example of solutions that tend to a forced oscillation.

For an underdamped system with fixed $c$, $k$, and $m$, the amplitude $A$ of the steady-state solution depends upon the frequency of the driving force. It

![Figure 4.3: Solutions of $u'' + 0.3u' + u = 10 \cos 2t$ approach a unique forced oscillation with the circular frequency 2 of the input.](image-url)
is important to know whether there is a value \( \omega = \omega_r \) for which the amplitude is maximized. If so, then driving the system at the circular frequency \( \omega_r \) produces the greatest response. Using methods of calculus, it can be shown that if \( c^2 < 2mk \) then \( \omega_r \) is given by

\[
\omega_r^2 = \omega_0^2 \left(1 - \frac{c^2}{2mk}\right)
\]

The corresponding maximum value \( A_r \) of the amplitude when \( \omega = \omega_r \) is

\[
A_r = \frac{F_0}{c\omega_0\sqrt{1 - (c^2/4mk)}}
\]

\( \checkmark \) Does \( A \) have a maximum value when \( 2mk < c^2 < 4mk \)?

\( \checkmark \) Find the forced oscillation for the ODE of Figure 4.3.

\( \blacklozenge \) Beats

Let’s polish the table and streamlines the mass so that damping is negligible. Then we apply a forcing function whose frequency is close to the natural frequency of the spring-mass system, and watch the response. We can model this by the IVP

\[
u'' + \omega_0^2 u = \frac{F_0}{m} \cos(\omega t), \quad u(0) = 0, \quad u'(0) = 0
\]

where \( |\omega_0 - \omega| \) is small (but not zero). The solution is

\[
u(t) = \frac{F_0}{m(\omega_0^2 - \omega^2)} \left[ \cos(\omega t) - \cos(\omega_0 t) \right]
= \left[ \frac{2F_0}{m(\omega_0^2 - \omega^2)} \sin \left( \frac{\omega_0 - \omega}{2} t \right) \right] \sin \left( \frac{\omega_0 + \omega}{2} t \right)
\]

where trigonometric identities have been used to get from the first form of the solution to the second. The term in square brackets in formula (25) can be viewed as a varying amplitude for the sinusoid term \( \sin[(\omega_0 + \omega)/2]t \). Since \( |\omega_0 - \omega| \) is small, the circular frequency \( (\omega_0 + \omega)/2 \) is much higher than the low circular frequency \( (\omega_0 - \omega)/2 \) of the varying amplitude. Therefore we have a rapid oscillation with a slowly varying amplitude. This is the beat phenomenon illustrated on the chapter cover figure for the IVP

\[
u'' + 25u = 2 \cos(4.5t), \quad u(0) = 0, \quad u'(0) = 0
\]

If you try this out with a driven mass on a spring you will see rapid oscillations whose amplitude slowly grows and then diminishes in a repeating pattern. This phenomenon can actually be heard when a pair of tuning forks which have nearly equal frequencies are struck simultaneously. We hear the “beats” as each acts as a driving force for the other.
Linear differential equations with constant coefficients are important because they arise in so many different physical contexts. For example, an ODE similar to ODE (17) can be used to model charge oscillations in an electrical circuit. Suppose an electrical circuit contains a resistor, an inductor, and a capacitor connected in series. The current $I$ in the circuit and the charge $Q$ on the capacitor are functions of time $t$. Let’s assume we know the resistance $R$, the inductance $L$, and the capacitance $C$. By Kirchhoff’s voltage law for a closed circuit, the applied voltage $E(t)$ is equal to the sum of the voltage drops through the various elements of the circuit. Observations of circuits suggest that these voltage drops are as follows:

- The voltage drop through the resistor is $RI$ (Ohm’s law);
- The voltage drop through the inductor is $L(dI/dt)$ (Faraday’s law);
- The voltage drop through the capacitor is $Q/C$ (Coulomb’s law).

Thus, by Kirchhoff’s law, we obtain the differential equation

$$L \frac{dI}{dt} + RI + \frac{Q}{C} = E(t) \tag{26}$$

Since $I = dQ/dt$, we can write ODE (26) entirely in terms of $Q$,

$$L \frac{d^2Q}{dt^2} + R \frac{dQ}{dt} + \frac{Q}{C} = E(t) \tag{27}$$

ODE (27) models the charge $Q(t)$ on the capacitor of what is called the simple RLC circuit with voltage source $E(t)$. ODE (27) is equivalent to ODE (17), except for the symbols and their interpretations. Therefore we can also apply conclusions about our spring-mass system to electrical circuits. For example, we can interpret the ODE $u'' + 0.3u + u = 10 \cos 2t$, whose solutions are graphed in Figure 4.3, as a model for either the oscillations of a damped and driven spring-mass system, or the charge on the capacitor of a driven RLC circuit. We see that a mathematical model can have many interpretations, and any mathematical conclusions about the model apply to every interpretation.

✓ What substitutions of parameters and variables would you have to make in ODE (27) to transform it to ODE (17)?

**Seismographs**

Seismographs are instruments that record the displacement of the ground as a function of time, and a seismometer is the part of a seismograph that responds to the motion. Seismographs come in two generic types. Matt’s friend Seismo is a horizontal-component seismograph, which records one of the horizontal...
components of the earth’s local motion. Of course, two horizontal components are required to specify fully horizontal motion, usually by means of north-south and east-west components. The other type of seismograph records the vertical component of motion. Both of these instruments are based on pendulums that respond to the motion of the ground relative to the seismograph.

Since Seismo is an animation of a horizontal-component seismograph, we’ll outline the derivation of the ODEs that govern the motion of his arm. The starting point is the angular form of Newton’s second law of motion, also known as the angular momentum law:

$$\frac{d}{dt} \mathbf{L} = \mathbf{R} \times \mathbf{F}$$  \hspace{1cm} (28)

where \( \mathbf{L} \) is the angular momentum of a mass (Seismo’s arm and hand) about a fixed axis, \( \mathbf{F} \) is the force acting on the mass, \( \mathbf{R} \) is the position vector from the center of mass of Seismo’s arm and hand to the axis, and \( \times \) is the vector cross product.

We’ll apply this law using an orthogonal xyz-coordinate system which is illustrated on Screen 2.2 of Module 4. In this system the y-axis is horizontal. Seismo’s body is parallel to the z-axis and the rest position of Seismo’s arm is parallel to the x-axis. The z-axis is not parallel to the local vertical, but instead is the axis which results from rotating the local vertical through a small angle \( \alpha \) about the y-axis. Because of this small tilt, the x-axis points slightly downward and the arm is in a stable equilibrium position when it is parallel to the x-axis. The seismic disturbance is assumed to be in the direction of the y-axis. The xz-plane is called Seismo’s rest plane.

Seismo’s hand writes on the paper in the xy-plane, and the angle \( \theta \) measures the angular displacement of his arm from its rest position. Consider an axis pointing in the z-direction and through the center of mass of Seismo’s arm and hand, and let \( m \) represent the mass of the arm and hand. The z-component of the angular momentum about that axis is \( mr^2 \frac{d\theta}{dt} \) where \( r \) is the radius of gyration of the arm.

To compute the right-hand side of ODE (28), we need to know \( \mathbf{R} \), the position vector from the center of mass of Seismo’s arm and hand to the origin. Note that

$$\mathbf{R} = -l \cos \theta \hat{x} - l \sin \theta \hat{y}$$

where \( l \) is the distance from the center of mass to Seismo’s body, and \( \hat{x} \) and \( \hat{y} \) are unit vectors along the positive x- and y-axes. For small \( \theta \), we have the approximations \( \cos \theta \approx 1 \) and \( \sin \theta \approx \theta \), so

$$\mathbf{R} = -l \hat{x} - l \theta \hat{y}$$ \hspace{1cm} (29)

Using equation (29) in ODE (28) and computing the cross product, we obtain

$$mr^2 \frac{d^2 \theta}{dt^2} = -l F^{(y)} + l \theta F^{(x)}$$ \hspace{1cm} (30)
indicating by superscripts the components of the net force $F$ exerted on the arm and hand.

Now we need expressions for the two components of $F$ in ODE (30). If the $x$-component of friction is assumed negligible then the two force components acting in the $x$-direction are the $x$-component of the gravitational force and the $x$-component of the force due to the seismic disturbance. Because the arm displacement angle $\theta$ and the body inclination angle $\alpha$ are both assumed small, the $x$-component of the force due to the seismic disturbance can be shown to be negligible also. Therefore the $x$-component of the net force, $F^{(x)}$, is given by the simple form

$$F^{(x)} \approx mg\alpha$$

The right side of equation (31) is the gravity component $mg \sin \alpha$ approximated by $mg\alpha$.

In the $y$-direction, the forces acting are the force due to the seismic disturbance and to friction, the latter assumed to be proportional to the angular velocity $d\theta/dt$. The force due to the seismic disturbance can be computed as follows: Let $h$ be a small ground displacement in the $y$-direction. Then the $y$-coordinate of the center of mass is approximately $h + l\theta$. Therefore the force due to the earthquake is approximated by

$$m \frac{d^2}{dt^2} (h + l\theta) = m \frac{d^2 h}{dt^2} + ml \frac{d^2 \theta}{dt^2}$$

and the net force in the $y$-direction is

$$F^{(y)} \approx m \frac{d^2 h}{dt^2} + ml \frac{d^2 \theta}{dt^2} - k \frac{d\theta}{dt}$$

where $k$ is a positive constant characterizing the effect of friction.

Combining ODE (30) with formulas (31) and (32), we find that the motions of Seismo’s arm are governed by the ODE

$$\frac{d^2 \theta}{dt^2} + c \frac{d\theta}{dt} + \omega_0^2 \theta = -\frac{1}{L} \frac{d^2 h}{dt^2}$$

In ODE (33) the quantities $\omega_0^2$, $L$, and $c$ are given by $\omega_0^2 = g\alpha/L$, where $L = (r^2 + l^2)/l$, and $c = k/(mL)$. We can interpret the terms in (33) as follows. The first term on the left arises from the inertia of Seismo’s hand and arm. The second term models the frictional force due to the angular motion of the arm. The third term, arising from gravity and the tilt of the arm, is the restoring force for the oscillations of the arm and hand. Finally, the term on the right arises from the effective force of the seismic displacement.

To simplify ODE (33) a little more, we let $h(t) = Hf(t)$, where $H$ is the maximum ground displacement, which means that the maximum value of the dimensionless ground displacement $f(t)$ is one. Then ODE (33) becomes the following equation for the dimensionless arm displacement $\gamma(t) = L\theta(t)/H$:

$$\frac{d^2 \gamma}{dt^2} + c \frac{d\gamma}{dt} + \omega_0^2 \gamma = -\frac{d^2 f}{dt^2}$$

This is viscous friction.
This is the ODE used in Screen 2.3 of Module 4.

It’s an important result that ODE (34) is the same type as ODE (18), the only differences being in the definitions of the parameters that multiply the individual terms, and in the choice of variables. A second striking result is that this same ODE (34) applies as well to the motions of a vertical component seismograph. All that is necessary are other modifications in the meanings of the parameters and functions. Details are available in the book by Bullen and Bolt in the references.
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Figure 4.4: The sweep on $c$ generated five solution curves. The selected curve is highlighted, and the corresponding solution $u(t)$ satisfies the condition $|u(t)| < 0.05$ for $t \geq 40$. The data tells us that $c = 0.175$ for the curve.

Figure 4.5: The Dual (Matrix) feature produces six solutions for various values of $c$ and $k$. We have selected one of them (the highlighted curve) and used the Explore option to get additional information.
Exploration 4.1. The Damping Coefficient

Assume that Dogmatic's oscillations satisfy the IVP
\[ u'' + cu' + ku = 0, \quad u(0) = 1, \quad u'(0) = 0 \]  (35)

1. Let \( k = 1 \) and use ODE Architect to estimate the smallest value \( c^* \) of the damping coefficient \( c \) so that \( |u(t)| \leq 0.05 \) for all \( t \geq 40 \). \([Suggestion: Figure 4.4 illustrates one way to estimate \( c^* \) by using the Select feature and the Data table.]

2. Repeat Problem 1 for other values of \( k \), including \( k = \frac{1}{4}, \frac{1}{2}, 2, \) and 4. How does \( c^* \) change as \( k \) changes? \([Suggestion: Figure 4.5 shows the outcome of using a Dual (Matrix) sweep on the values of \( c \) and \( k \), and then using the Explore feature.]

3. Let \( k = 10 \) in IVP (35).

(a) Find the value of \( c \) for which the ratio of successive maxima in the graph of \( u \) vs. \( t \) is 0.75.

(b) Why is the ratio between successive maxima always the same?

Note: Since the values of the maxima can be observed experimentally, this provides a practical way to determine the value of the damping coefficient \( c \), which may be difficult to measure directly.
Exploration 4.2. Response to the Forcing Frequency

1. Suppose that Dogmatic’s oscillations satisfy the differential equation

\[2u'' + u' + 4u = 2 \cos(\omega t)\]

Let \( \omega = 1 \). Select your own initial conditions and use ODE Architect to plot the solution over a long enough time interval that the transient part of the solution becomes negligible. From the graph, determine the amplitude \( A_s \) of Dogmatic’s steady-state solution.

2. Repeat Problem 1 for other values of \( \omega \). Plot the corresponding pairs \( \omega, A_s \) and sketch the graph of \( A_s \) vs. \( \omega \). Estimate the value of \( \omega \) for which \( A_s \) is a maximum. \textit{Note:} You may want to use the Lookup Table feature of ODE Architect (see Module 1 and Chapter 1 for details).
3. In Problems 1 and 2, the value of the damping coefficient \( c \) is 1. Repeat your calculations for \( c = \frac{1}{4} \) and \( c = \frac{1}{4^2} \). How does the maximum value of \( A_s \) change as the value of \( c \) changes? Compare your results with the predictions of formula (23).
In experiments with Seismo, you used ODE (34) to find the response of his arm to different ground displacements of sinusoidal type, \( f(t) = \cos \omega t \), when \( 1 \leq \omega \leq 5 \). In this exploration you’ll investigate what happens for ground displacements with frequencies that are lower or higher than these values.

1. Choose \( c = 2 \) and \( \omega_0 = 3 \) in ODE (34), and set the initial conditions \( y(0) \) and \( y'(0) \) to zero. Use \( f(t) = \cos \omega t \) with \( \omega = 0.5 \) for the ground displacement. Use ODE Architect to plot the displacement \( y(t) \) determined from ODE (34); also plot \( f(t) \) on the same graph. How do the features of \( y(t) \) compare with those of \( f(t) \)?

2. Repeat Problem 1 for values of \( \omega \) smaller than 0.5. Be sure to plot for a long enough time interval to see the relevant time variations. What do you think is Seismo’s arm response as \( \omega \) approaches zero? How does this compare with the corresponding response of a mass on a spring from ODE (18)?
3. Repeat Problem 1 for values of $\omega$ larger than 5, such as $\omega = 10$ and $\omega = 20$. What do you think is Seismo’s arm response as $\omega$ becomes very large?
Exploration 4.4. Different Ground Displacements

In explorations with Seismo, we assumed that the dimensionless ground displacements \( f(t) \) are sinusoidal, with a single frequency. Real earthquakes however, are not so simple: you’ll investigate other possibilities in the following problems. The ODE for Seismo’s dimensionless arm displacement \( y(t) \) is

\[
\frac{d^2y}{dt^2} + c \frac{dy}{dt} + \omega_0^2 y = -\frac{d^2f}{dt^2}
\]  
(36)

1. Suppose the ground displacement can be modeled by the function

\[
f(t) = \begin{cases} 
(t/T)^2, & 0 \leq t \leq T \\
1, & t > T 
\end{cases}
\]

How do you interpret this motion? Choose \( c = 2 \) and \( \omega_0 = 3 \), and set \( y(0) = y'(0) = 0 \). Use ODE Architect to find \( y(t) \) from ODE (36) for the case \( T = 2 \), and display both \( y(t) \) and \( f(t) \). Note: \( d^2f/dt^2 \) can be written using a step function. How do the features of \( y(t) \) compare with those of \( f(t) \)? For example, what is the maximum magnitude of \( y(t) \), and when does it occur?
2. Now suppose that the ground motion is given by the function $f = e^{-at} \sin(\pi t)$. Choose some values of $a$ in the range $0 < a \leq 0.5$ and study how Seismo’s arm displacements change with the parameter $a$.

3. How do you think the results of Problem 2 would change if the period of the sinusoidal oscillation were different from 2? Try a few cases to check your predictions.
Overview  How would you model the motion of a baseball thrown at a target, or the rise and fall of a whiffle ball, or the trajectory of a ski jumper? You need modeling principles to explain the effects of the surroundings on the motion of a body.

Building on the work of Galileo, Newton formulated the fundamental laws of motion that describe the forces acting on a body in terms of the body's acceleration and mass. Newton's second law of motion, for example, relates the mass and the acceleration of a moving body to the forces acting on it and ultimately leads to differential equations for the motion.

Bodies moving through the air near the surface of the earth (e.g., a whiffle ball, Indiana Newton jumping onto a boxcar, or a ski jumper) are subject to the forces of gravity and air resistance, so these forces will affect their motion.

Key words  Vectors; force; gravity; Newton's laws; acceleration; trajectory; air resistance; viscous drag; Newtonian drag; lift

See also  Chapter 1 for more on modeling, and Chapter 2 for “The Juggler” and “The Sky Diver”. 

Seventeen ski jumpers take off from an upward-tilted ski-jump.
A vector is a directed line segment and can be represented by an arrow with a head and a tail. We use boldface letters to denote vectors.

Some terminology:

- The length of a vector \( \mathbf{v} \) is denoted by \( |\mathbf{v}| \).
- Two vectors \( \mathbf{v} \) and \( \mathbf{w} \) are equivalent if they can be made to coincide by translations. (Translations preserve length and direction of vectors.) So parallel vectors of equal length and pointing in the same direction are equivalent.
- The sum \( \mathbf{v} + \mathbf{w} \) of \( \mathbf{v} \) and \( \mathbf{w} \) is defined by the parallelogram law as follows: \( \mathbf{v} + \mathbf{w} \) is the diagonal vector of the parallelogram formed by \( \mathbf{v} \) and \( \mathbf{w} \) as shown in the margin figure.
- If \( r \) is any real number, then the product \( r \mathbf{v} \) is the vector of length \( |r||\mathbf{v}| \) that points in the direction of \( \mathbf{v} \) if \( r > 0 \) and in the direction opposite to \( \mathbf{v} \) if \( r < 0 \).
- If a vector \( \mathbf{u} = \mathbf{u}(t) \) depends on a variable \( t \), then the derivative \( \frac{d\mathbf{u}}{dt} \) (or \( \mathbf{u}'(t) \)) is defined as the limit of a difference quotient:

\[
\mathbf{u}'(t) = \frac{d\mathbf{u}}{dt} = \lim_{h \to 0} \frac{\mathbf{u}(t+h) - \mathbf{u}(t)}{h}
\]

- A coordinate frame is a triple of vectors, denoted by \( \{\hat{i}, \hat{j}, \hat{k}\} \), that are mutually orthogonal and all of unit length. Every vector can be uniquely written as the sum of vectors parallel to \( \hat{i}, \hat{j}, \hat{k} \). So for each vector \( \mathbf{v} \) there is a unique set of real numbers \( v_1, v_2, v_3 \) such that \( \mathbf{v} = v_1\hat{i} + v_2\hat{j} + v_3\hat{k} \). Here \( v_1, v_2, \) and \( v_3 \) are called the coordinates (or components) of \( \mathbf{v} \) in the frame \( \{\hat{i}, \hat{j}, \hat{k}\} \).

Let’s see how to use vectors in a real-life situation. Suppose a particle of mass \( m \) moves in a manner described by the position vector

\[
\mathbf{R} = \mathbf{R}(t) = x(t)\hat{i} + y(t)\hat{j} + z(t)\hat{k}
\]

If \( \mathbf{R} \) is differentiable, then

\[
\mathbf{R}'(t) = x'(t)\hat{i} + y'(t)\hat{j} + z'(t)\hat{k}
\]

The vector \( \mathbf{R}'(t) = \mathbf{v}(t) \) is the velocity vector of the particle at time \( t \), and \( \mathbf{v}(t) \) is tangent to the path of the particle’s motion at the point \( \mathbf{R}(t) \). If \( \mathbf{R}'(t) \) is differentiable, then

\[
\mathbf{R}''(t) = \mathbf{v}'(t) = x''(t)\hat{i} + y''(t)\hat{j} + z''(t)\hat{k}
\]

The vector \( \mathbf{R}''(t) = \mathbf{a}(t) \) is the acceleration vector for the particle.
“Check” your understanding by answering this question: If a particle moves at a constant speed around a circle, does the acceleration vector from the particle point to the inside of the circle or to the outside of the circle?

If a particle’s acceleration vector is always tangent to its path, what is the path?

Next, let’s use vectors to express Newton’s laws of motion.

**Forces and Newton’s Laws**

Our environment creates forces that act on bodies in a way that causes the bodies to accelerate or decelerate. Forces have magnitudes and directions and so can be represented by vectors. Newton formulated two laws that describe how the forces on a body relate to its motion.

**Newton’s First Law.** A body remains in a state of rest, or in a state of uniform motion in a straight line if there is no net external force acting on it.

But the more interesting situation is when there is a net external force acting on the body.

**Newton’s Second Law.** For a body with acceleration \( \mathbf{a} \) and constant mass \( m \),

\[
\mathbf{F} = m \mathbf{a}
\]

where \( \mathbf{F} \) is the sum of all external forces acting on the body.

Sometimes it’s easier to visualize Newton’s second law in terms of the \( x \)-, \( y \)-, and \( z \)-components of the position vector \( \mathbf{R} \) of the moving body. If we project the acceleration vector \( \mathbf{a} = \mathbf{R}'' \) and the forces onto the \( x \)-, \( y \)-, and \( z \)-axes, then for a body of mass \( m \),

\[
mx'' = \text{the sum of the forces in the } x \text{-direction}
\]

\[
my'' = \text{the sum of the forces in the } y \text{-direction}
\]

\[
mz'' = \text{the sum of the forces in the } z \text{-direction}
\]

We’ll look at motion in a plane with \( x \) measuring the horizontal distance and \( y \) measuring the vertical distance up from the ground. We don’t need the \( z \)-axis for our examples because the motion is entirely along a line or in a plane.
Imagine your favorite professor seated over a dunk tank. Let’s construct a model that will help you find the secret to hitting the target and giving your teacher a swim!

You hurl a ball at the target from a height of 6 ft with speed $v_0$ ft/sec and with a launch angle of $\theta_0$ degrees from the horizontal. The target is centered 10 ft above the ground and 20 ft away. Let’s suppose that air resistance doesn’t have much effect on the ball over its short path, so that gravity, acting downwards, is the only force acting on the ball.

Newton’s second law says that

$$mR'' = -mg\hat{j}$$

where $m$ is the ball’s mass, $R(t)$ is the position of the ball at time $t$ relative to your hand (which is 6 ft above the ground at the instant $t = 0$ of launch), and $g = 32$ ft/sec² is the acceleration due to gravity. In coordinate terms,

$$mx'' = 0$$
$$my'' = -mg$$

Since $x'(0) = v_0 \cos \theta_0$ and $y'(0) = v_0 \sin \theta_0$, one integration of these second-order ODEs gives us

$$x'(t) = v_0 \cos \theta_0$$
$$y'(t) = v_0 \sin \theta_0 - gt$$

Then because $x(0) = 0$ and $y(0) = 6$, a second integration yields

$$x(t) = (v_0 \cos \theta_0)t$$
$$y(t) = 6 + (v_0 \sin \theta_0)t - \frac{1}{2}gt^2$$

To hit the target at some time $T$ we want $x(T) = 20$ and $y(T) = 10$. So values of $T > 0$, $\theta_0$, and $v_0$ such that

$$x(T) = 20 = (v_0 \cos \theta_0)T$$
$$y(T) = 10 = 6 + (v_0 \sin \theta_0)T - \frac{1}{2}gT^2$$

lead to hitting the target right in the bull’s eye and dunking your professor.

You can try to use system (3), or you can just adjust your launch angle and pitching speed by intuition and experience. The screen shot in Figure 5.1 shows you how to get started with the latter approach. If you play the dunking game on Screen 1.3 you’ll find that you can dunk without hitting the target head-on, but that a little up or a little down from the center works fine.

---

1The sin, cos and other trig functions in the ODE Architect Tool expect angles to be measured in radians. Note that $\theta_0 = 1$ radian corresponds to $360/2\pi \approx 57.3$ degrees. The multimedia modules, however, will accept angles measured in degrees.
Figure 5.1: This ODE Architect screen shows paths of a ball thrown at ten different angles $\theta_0$. Which paths lead to dunking the prof?

♦ Longer to Rise or to Fall?

Throw a ball straight up in the air and ask observers whether the ball takes longer to rise or to fall. You’ll get four answers:

1. Longer to rise
2. Longer to fall
3. Rise-time and fall-time are the same
4. It all depends . . .

What’s your answer?

A mathematical model and ODE Architect suggest the answer. The forces acting on the ball of mass $m$ are gravity and air resistance, so Newton’s second law states that

$$mR''(t) = -mg\hat{j} + F$$

where $R$ is the position vector of the ball, and $F$ is the drag on the ball caused by air resistance. In this case $R(t) = y(t)\hat{j}$ where $\hat{j}$ is a unit vector pointing upward (the positive $y$ direction). If the drag is negligible, we can set $F = 0$. For a light ball with an extended surface, like a whiffle ball, the drag, called *viscous drag*, exerts a force approximately proportional to the ball’s velocity but opposite in direction:

$$F(v) = -kv = -ky\hat{j}$$
If the ball is solid and dense, like a baseball or a bowling ball, then we have Newtonian drag, which acts opposite to the velocity with magnitude proportional to the square of the speed:

\[ \mathbf{F}(v) = -k|v|v = -k|y'|y \hat{j} \]

Summarizing, we have the models

\[ y'' = -g - \begin{cases} 0 & \text{no drag} \\ \frac{k}{m}y' & \text{viscous} \\ \frac{k}{m}|y'|y' & \text{Newtonian} \end{cases} \]

or, in system form,

\[ y' = v \]

\[ v' = -g - \begin{cases} 0 & \text{no drag} \\ \frac{k}{m}v & \text{viscous} \\ \frac{k}{m}|v|v & \text{Newtonian} \end{cases} \]

To observe different rise times and fall times, you can set \( y(0) = 0, \ v(0) = v_0 \) and see what happens for various positive values of \( v_0 \). See Figure 5.2 for graphs of \( y(t) \) with viscous damping, four different initial velocities, \( k/m = 2 \text{ sec}^{-1} \), and \( g = 32 \text{ ft/sec}^2 \). In this setting \( v \) is the rate of change of \( y \), so \( v \) is positive as the ball rises and negative as it falls.

**Indiana Newton**

You notice that Indiana Newton is about to jump from a ledge onto a boxcar of a speeding train. His timing has to be perfect. He also gets to choose his drag: none, viscous, or Newtonian. If you knew the train’s position at all times, and how long it takes Indy to drop from the ledge to the top of the boxcar, then you could give him good advice about which drag to choose.

The initial value problem that models Indy’s situation is

\[ \begin{align*}
    y' &= v \\
    v' &= -g - F(v)/m
\end{align*} \]

where \( m \) is his mass, \( F(v) \) is a drag function, \( g \) is the acceleration due to gravity, and \( h \) is the height of the ledge above the boxcar. His life is in your hands! Figure 5.3 shows Indy’s free-fall solution curves \( y(t) \) from a height of 100 ft with three different drag functions.
Figure 5.2: Height vs. time of a whiffle ball thrown straight up four times with viscous damping and different initial velocities. Does the ball take longer to rise or to fall?

Figure 5.3: Indiana jumps with no drag (left curve), viscous drag $-0.2y'$ (middle), Newtonian drag $-0.02|y'||y'$ (right).
◆ Ski Jumping

When a ski jumper is aloft she is subject to gravitational, drag, and lift forces. She can diminish the drag and increase the lift by her posture, ski angle, and choice of clothing. Drag acts opposite to velocity and its magnitude is usually taken to be proportional to the skier’s velocity $\mathbf{R}'$:

$$\text{Drag force} = -\delta \mathbf{R}' = -\delta x \hat{i} - \delta y \hat{j}$$

The lift force is what makes ski jumping fun. The lift force is that force which acts perpendicular to the velocity and enables the jumper to soar. Its magnitude is usually taken to be proportional to the speed, so

$$\text{Lift force} = -\lambda y \hat{i} + \lambda x \hat{j}$$

Newton’s second law in the $\hat{i}$- and $\hat{j}$-directions gives us

$$mx'' = -\delta x' - \lambda y'$$
$$my'' = -mg + \lambda x' - \delta y'$$

where $m$ is the skier’s mass and $\delta$, $\lambda$, and $v_0$ are positive constants. Integration of each of these ODEs yields

$$mx' - mv_0 = -\delta x - \lambda y$$
$$my' = -mg + \lambda x - \lambda y$$

Divide by the mass to get the system IVP

$$x' = -ax - by + v_0 \quad x(0) = 0$$
$$y' = -gt + bx - ay \quad y(0) = 0$$

where $a = \delta/m$ and $b = \lambda/m$ are the drag and lift coefficients, respectively.

When Newtonian drag and lift occur, $\delta$ and $\lambda$ are not constants, so we can no longer integrate once to get $x'$ and $y'$, and we must treat the original second-order ODE differently:

$$x' = v \quad x(0) = 0$$
$$v' = -\delta v/m - \lambda w/m \quad v(0) = v_0$$
$$y' = w \quad y(0) = 0$$
$$w' = -g + \lambda v/m - \delta w/m \quad w(0) = 0$$

where $v$ and $w$ are the velocities in the $\hat{i}$- and $\hat{j}$-directions, respectively.

We have assumed that the bottom edge of the ski jump is horizontal, but everything can be modified to accommodate a tilt in the launch angle (see the chapter cover figure and Exploration 5.4, Problem 1).

**References**


1. **How big is the target?**
   Play the dunk tank game on Screen 1.6 of Module 5 and use various launch angles and speeds to help you determine the heights and diameters of the Einstein, Leibniz, and Newton targets, given that the ball has a 4-inch diameter.

2. **One speed, two angle ranges for success.**
   Use the ODE Architect tool to find two quite different launch angles that will dunk Einstein if the launch speed is 40 ft/sec. Repeat for Leibniz and Newton.
3. **Launch angles and speeds that dunk Einstein.**
   Find the region in the $\theta_0v_0$ plane for which the ball hits the target and dunks Einstein. *Hint:* Start with $v_0 = 40 \text{ ft/sec}$ and determine the ranges for $\theta_0$ using ODE Architect by playing the dunk tank game. Then repeat for other values of $v_0$.

4. **Solution formulas for the dunk tank model.**
   The position and velocity of the ball at time $t$ is given by formula (2). Find a formula that relates the launch angle to the initial speed and the time $T$ needed to hit the bull’s eye. If you had to choose between using your formula and using ODE Architect computer simulations to find winning combinations of speed and launch angle, which would you choose? Why?
Exploration 5.2. Longer to Rise or to Fall?

1. *Throw a ball up in the air.*
   Do just that, and determine as best you can the time it takes to rise and to fall. You can use a whiffle ball for slower motion. Explain your results. (No computers here, and no math, either!)

2. *Longer to rise or to fall in a vacuum?*
   What if there were no air to slow the ball down? Use ODE Architect to determine whether it takes the ball longer to rise or to fall. Try various initial speeds between 5 and 60 ft/sec. *[Suggestion: Use the Sweep feature.]*
3. *Longer to rise or to fall with viscous drag?*
Suppose that air exerts a viscous drag force on a whiffle ball (a reasonable assumption). For various initial speeds, use the ODE Architect to determine whether it takes longer to rise or to fall. Does your answer depend on the initial speed? What physical explanation can you give for your results?

4. *Longer to rise or to fall with your own drag?*
Repeat Problem 3, but make up several of your own formulas for the drag force. Include Newtonian drag as one case. This isn’t as outlandish an idea as it may seem, since the drag force depends very much on the nature of the moving body, e.g., rough or smooth surface, holes through the body, and so on. Discuss your results.
Exploration 5.3. Indiana Newton

1. **Indiana Newton lands on the boxcar (no drag).**
   Indiana Newton jumps from a height $h$ of 100 ft and intends to land on the boxcar of a train moving at a speed of 30 ft/sec. Assuming that there is no air resistance, use Screen 2.6 of Module 5 to find the time window of opportunity for jumping from the ledge.

2. **Indiana Newton lands on the boxcar (Newtonian drag).**
   Repeat Problem 1 but with Newtonian drag (coefficient $k/m = 0.05$ ft$^{-1}$). Compare fall-times with the no-drag and also with the viscous-drag ($k/m = 0.05$ sec$^{-1}$) cases. Find nonzero values of the coefficients so that Indiana Newton hits the train sooner with Newtonian drag than with viscous drag. How do the fall-times change as Indy’s jump height $h$ varies?
3. How long is the boxcar?
   Use computer simulations of Indiana Newton jumping onto the boxcar and estimate the length of the boxcar.

4. Indiana Newton floats down.
   First, explore Indiana’s fall-times in the viscous- and Newtonian-drag cases where the coefficient $k/m$ has magnitudes ranging from 0 to 0.5. The units for the coefficient are sec$^{-1}$ (viscous damping) and ft$^{-1}$ (Newtonian damping). Then find a formula in terms of $h$, $k/m$, and $t$ for Indiana’s position after he jumps: first in the viscous-drag case, then in the Newtonian-drag case. Suggestion: In the viscous case, first solve $v' = -32 - kv/m$, $v(0) = 0$, and then integrate and use $y(0) = h$ to get $y(t)$. In the Newtonian-drag case proceed similarly but with $v' = -32 - kv^2$. (This one is hard!) Choose values of the parameters in each case, and compare the graphs of the height function $y(t)$ from your formula with the graphs obtained by the ODE Architect. Any differences?
Exploration 5.4. Ski Jumping

1. **Tilt the edge of the ski jump upward.**
   Use the first Things-to-Think-About on Screen 3.7 of Module 5 to see what happens to the ski jumper’s path if the edge of the ski jump structure is tilted upward at 0.524 radians (about 30°). Set \( a = 0.01 \) sec\(^{-1} \), and \( v_0 = 85 \) ft/sec, and sweep on the lift coefficient \( b \) from 0 to 1.0 in 20 steps. Compare your graphs of the jumper’s path with the chapter cover figure. Then animate your graphs. Now fix \( b \) at the value 0.02 sec\(^{-1} \) and sweep on \( \theta \) (in radians) to see the effect of the tilt angle on the jumper’s path. Explain your results.

2. **Loop-the-loop.**
   The second Things-to-Think-About on Screen 3.7 of Module 5 asks you to use the ODE Architect to estimate the smallest value of the viscous damping coefficient \( b \) that will allow the ski jumper to loop-the-loop. If \( a = 0.01 \) sec\(^{-1} \) and \( v_0 = 85 \) ft/sec, estimate that value. Then increase \( b \) by increments from that value upward all the way to the unrealistic value of 5.0 sec\(^{-1} \) and describe what you see.
3. **Complex eigenvalues and loop-the-loops.**

The system matrix of the viscous drag/lift model for ski jumping is

\[
\begin{pmatrix}
-a & -b \\
 b & -a
\end{pmatrix}
\]

Explain why the eigenvalues of this matrix are complex conjugates with negative real parts if \(a\) and \(b\) are any positive real numbers. Explain why you are more likely to see loop-the-loops if \(a\) is small and \(b\) is large. Do some simulations with the ODE Architect for various values of \(a\) and \(b\) that support your explanation. If you plot a loop-the-loop path over a long enough time interval, you will see no loops at all near the end of the interval. Any explanation?

4. **Newton on skis.**

The fourth Things-to-Think-About on Screen 3.7 of Module 5 puts Indiana Newton on skis with Newtonian drag (of course!). This situation takes you to the expert solver in the ODE Architect, where you are asked to explore every scenario you can think of and to explain what you see in the graphs.
Overview
This chapter outlines some of the main facts concerning systems of first-order linear ODEs, especially those with constant coefficients. You’ll have the opportunity to work with physical problems that have two or more dependent variables. Such problems can be modeled using systems of differential equations, which can always be written as systems of first-order equations, as can higher-order differential equations. The eigenvalues and eigenvectors of a matrix of coefficients help us understand the behavior of solutions of these systems.
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See also
Chapter 5 for definitions of vector mathematics.
Many applications involve a single independent variable (usually time) and two or more dependent variables. Some examples of dependent variables are:

- the concentrations of a chemical in organs of the body
- the voltage drops across the elements of an electrical network
- the populations of several interacting species
- the profits of businesses in a mall

Applications with more than one dependent variable lead naturally to systems of ordinary differential equations. Such systems, as well as higher-order ODEs, can be rewritten as systems of first-order ODEs.

Here’s how to reduce a second-order ODE to a system of first-order ODEs (see also Chapter 4). Let’s look at the second-order ODE

$$y'' = f(t, y, y')$$

(1)

Introduce the variables $x_1 = y$ and $x_2 = y'$. Then we get the first-order system

$$x_1' = x_2$$

(2)

$$x_2' = f(t, x_1, x_2)$$

(3)

ODE (2) follows from the definition of $x_1$ and $x_2$, and ODE (3) is ODE (1) rewritten in terms of $x_1$ and $x_2$.

✓ “Check” your understanding now by reducing the second-order ODE $y'' + 5y' + 4y = 0$ to a system of first-order ODEs.

Example of Systems: Pizza and Video, Coupled Springs

Module 6 shows how to model the profits $x(t)$ and $y(t)$ of a pizza parlor and a video store by a system that looks like this:

$$x' = ax + by + c$$

$$y' = fx + gy + h$$

where $a, b, c, f, g, h$ are constants. Take another look at Screens 1.1–1.4 in Module 6 to see how ODE Architect handles these systems.

Module 6 also presents a model system of second-order ODEs for oscillating springs and masses. A pair of coupled springs with spring constants $k_1$ and $k_2$ are connected to masses $m_1$ and $m_2$ that glide back forth on a table. As shown in the “Coupled Springs” submodule, if damping is negligible then the second-order linear ODEs that model the displacements of the masses from equilibria are

$$m_1x_1'' = -(k_1 + k_2)x_1 + k_2x_2$$

$$m_2x_2'' = k_2x_1 - k_2x_2$$
Let’s set $m_1 = 4$, $m_2 = 1$, $k_1 = 3$, and $k_2 = 1$. Then, setting $x'_1 = v_1$, $x'_2 = v_2$, the corresponding autonomous system of four first-order ODEs is

\begin{align*}
  x'_1 &= v_1 \\
  v'_1 &= -x_1 + \frac{1}{4}x_2 \\
  x'_2 &= v_2 \\
  v'_2 &= x_1 - x_2
\end{align*}

The cover figure of this chapter shows how $x_1$ and $x_2$ play off against each other when $x_1(0) = 0.4$, $v_1(0) = 1$, $x_2(0) = 0$, and $v_2(0) = 0$. The trajectories for this IVP are defined in the 4-dimensional $x_1v_1x_2v_2$-space and cannot intersect themselves. However, the projections of the trajectories onto any plane can intersect, as we see in the cover figure.

**Linear Systems with Constant Coefficients**

The model first-order systems of ODEs for pizza and video and for coupled springs have the special form of linear systems with constant coefficients. Now we shall see just what linearity means and how it allows us (sometimes) to construct solution formulas for linear systems.

Let $t$ (time) be the independent variable and let $x_1, x_2, \ldots, x_n$ denote the dependent variables. Then a general system of first-order linear homogeneous ODEs with constant coefficients has the form

\begin{align*}
  x'_1 &= a_{11}x_1 + a_{12}x_2 + \cdots + a_{1n}x_n \\
  x'_2 &= a_{21}x_1 + a_{22}x_2 + \cdots + a_{2n}x_n \\
  &\vdots \\
  x'_n &= a_{n1}x_1 + a_{n2}x_2 + \cdots + a_{nn}x_n
\end{align*}

where $a_{11}, a_{12}, \ldots, a_{nn}$ are given constants. To find a unique solution, we need a set of initial conditions, one for each dependent variable:

\begin{align*}
  x_1(t_0) &= \alpha_1, \quad \ldots, \quad x_n(t_0) = \alpha_n
\end{align*}

where $t_0$ is a specific time and $\alpha_1, \ldots, \alpha_n$ are given constants. The system (4) and the initial conditions (5) together constitute an initial value problem (IVP) for $x_1, \ldots, x_n$ as functions of $t$. Note that $x_1 = \cdots = x_n = 0$ is an equilibrium point of system (4).

The model on Screen 1.4 of Module 6 for the profits of the pizza and video stores is the system

\begin{align*}
  x' &= 0.06x + 0.01y - 0.013 \\
  y' &= 0.04x + 0.05y - 0.013
\end{align*}

with the initial conditions

\begin{align*}
  x(0) &= 0.30, \quad y(0) = 0.20
\end{align*}
The ODEs (6) are nonhomogeneous due to the presence of the free term \(-0.013\) in each equation. The coordinates of an equilibrium point of a system are values of the dependent variables for which all of the derivatives \(x'_1, \ldots, x'_n\) are zero. For the system (6) the only equilibrium point is \((0.2, 0.1)\). The translation \(X = x - 0.2, \ Y = y - 0.1\) transforms the system (6) into the system

\[
X' = 0.06X + 0.01Y \\
Y' = 0.04X + 0.05Y
\]

which is homogeneous and has the same coefficients as the system (6). In terms of \(X\) and \(Y\), the initial conditions (7) become

\[
X(0) = 0.1, \quad Y(0) = 0.1
\]

Although we have converted a nonhomogeneous system to a homogeneous system in this particular case, it isn’t always possible to do so.

It is useful here to introduce matrix notation: it saves space and it expresses system (4) in the form of a single equation. Let \(\mathbf{x}\) be the vector with components \(x_1, x_2, \ldots, x_n\) and let \(\mathbf{A}\) be the matrix of the coefficients, where \(a_{ij}\) is the element in the \(i\)th row and \(j\)th column of \(\mathbf{A}\). The derivative of the vector \(\mathbf{x}\), written \(d\mathbf{x}/dt\) or \(\mathbf{x}'\), is defined to be the vector with the components \(dx_1/dt, \ldots, dx_n/dt\). Therefore we can write the system (4) in the compact form

\[
\mathbf{x}' = \mathbf{A}\mathbf{x}, \quad \text{where} \quad \mathbf{A} = \begin{bmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{bmatrix}
\]

In vector notation, the initial conditions (5) become

\[
\mathbf{x}(t_0) = \alpha
\]

where \(\alpha\) is the vector with components \(\alpha_1, \ldots, \alpha_n\).

Find the linear system matrix for system (8).

A solution of the initial value problem (10) and (11) is a set of functions

\[
x_1 = x_1(t) \\
\vdots \\
x_n = x_n(t)
\]

that satisfy the differential equations and initial conditions. Using our new notation, if \(\mathbf{x}(t)\) is the vector whose components are \(x_1(t), \ldots, x_n(t)\), then \(\mathbf{x} = \mathbf{x}(t)\) is a solution of the corresponding vector IVP, (10) and (11). The system \(\mathbf{x}' = \mathbf{A}\mathbf{x}\) is homogeneous, while a nonhomogeneous system would have the form \(\mathbf{x}' = \mathbf{A}\mathbf{x} + \mathbf{F}\), where \(\mathbf{F}\) is a vector function of \(t\) or else a constant vector.
To find a solution formula for system (10) let's look for an exponential solution of the form

$$x = ve^{\lambda t}$$  \hspace{1cm} (13)

where $\lambda$ is a constant and $v$ is a constant vector to be determined. Substituting $x$ as given by (13) into the ODE (10), we find that $v$ and $\lambda$ must satisfy the algebraic equation

$$Av = \lambda v$$  \hspace{1cm} (14)

Equation (14) can also be written in the form

$$(A - \lambda I)v = 0$$  \hspace{1cm} (15)

where $I$ is the identity matrix and $0$ is the zero vector with zero for each component. Equation (15) has nonzero solutions if and only if $\lambda$ is a root of the $n$th-degree polynomial equation

$$\det(A - \lambda I) = 0$$  \hspace{1cm} (16)

called the characteristic equation for the system (10). Such a root is called an eigenvalue of the matrix $A$. We will denote the eigenvalues by $\lambda_1, \ldots, \lambda_n$. For each eigenvalue $\lambda_i$ there is a corresponding nonzero solution $v(i)$, called an eigenvector. The eigenvectors are not determined uniquely but only up to an arbitrary multiplicative constant.

For each eigenvalue-eigenvector pair $(\lambda_i, v(i))$ there is a corresponding vector solution $v(i)e^{\lambda_it}$ of the ODE (10). If the eigenvalues $\lambda_1, \ldots, \lambda_n$ are all different, then there are $n$ such solutions,

$$v^{(1)}e^{\lambda_1t}, \ldots, v^{(n)}e^{\lambda_nt}$$

In this case the general solution of system (10) is the linear combination

$$x = C_1v^{(1)}e^{\lambda_1t} + \cdots + C_nv^{(n)}e^{\lambda_nt}$$  \hspace{1cm} (17)

The arbitrary constants $C_1, \ldots, C_n$ can always be chosen to satisfy the initial conditions (11). If the eigenvalues are not distinct, then the general solution takes on a slightly different (but similar) form. The texts listed in the references give the formulas for this case. If some of the eigenvalues are complex, then the solution given by formula (17) is complex-valued. However, if all of the coefficients $a_{ij}$ are real, then the complex eigenvalues and eigenvectors occur in complex conjugate pairs, and it is always possible to express the solution formula (17) in terms of real-valued functions. Look ahead to formulas (20) and (21) for a way to accomplish this feat.
Calculating Eigenvalues and Eigenvectors

Here’s how to find the eigenvalues and eigenvectors of a $2 \times 2$ real matrix

$$A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}$$

First define the trace of $A$ (denoted by $\text{tr}(A)$) to be the sum $a + d$ of the diagonal entries, and the determinant of $A$ (denoted by $\det(A)$) to be the number $ad - bc$.

Then the characteristic equation for $A$ is

$$\det(A - \lambda I) = \det \begin{bmatrix} a - \lambda & b \\ c & d - \lambda \end{bmatrix}$$

$$= \lambda^2 - (a + d)\lambda + ad - bc$$

$$= \lambda^2 - (\text{tr}(A))\lambda + \det(A)$$

$$= 0$$

The eigenvalues of $A$ are the roots $\lambda_1$ and $\lambda_2$ of this quadratic equation. We assume $\lambda_1 \neq \lambda_2$. For the eigenvalue $\lambda_1$ we can find a corresponding eigenvector $v^{(1)}$ by solving the vector equation

$$Av^{(1)} = \lambda_1 v^{(1)}$$

for $v^{(1)}$. In a similar fashion we can find an eigenvector $v^{(2)}$ corresponding to the eigenvalue $\lambda_2$.

**Example:** Take a look at the system

$$x' = Ax, \quad A = \begin{bmatrix} 0 & 1 \\ -2 & 3 \end{bmatrix}, \quad x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$$

(18)

Since

$$\text{tr}(A) = 0 + 3 = 3 \quad \text{and} \quad \det(A) = 0 \cdot 3 - 1 \cdot (-2) = 2$$

the characteristic equation is

$$\lambda^2 - (\text{tr}(A))\lambda + \det(A) = \lambda^2 - 3\lambda + 2 = 0$$

The eigenvalues are $\lambda_1 = 1$ and $\lambda_2 = 2$. To find an eigenvector $v^{(1)}$ for $\lambda_1$, let’s solve

$$\begin{bmatrix} 0 & 1 \\ -2 & 3 \end{bmatrix} v^{(1)} = \lambda_1 v^{(1)} = v^{(1)}$$

for $v^{(1)}$. Denoting the components of $v^{(1)}$ by $\alpha$ and $\beta$, we have

$$\begin{bmatrix} 0 & 1 \\ -2 & 3 \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \begin{bmatrix} \beta \\ -2\alpha + 3\beta \end{bmatrix} = \begin{bmatrix} \alpha \\ \beta \end{bmatrix}$$

This gives two equations for $\alpha$ and $\beta$:

$$\beta = \alpha, \quad -2\alpha + 3\beta = \beta$$
Figure 6.1: Graphs of five solutions $x_1(t)$ (left), $x_2(t)$ (right) of system (18).

The second equation is equivalent to the first, so we may as well set $\alpha = \beta = 1$, which gives us an eigenvector $\mathbf{v}^{(1)}$. In a similar way for the eigenvalue $\lambda_2$, we can find an eigenvector $\mathbf{v}^{(2)}$ with components $\alpha = 1$, $\beta = 2$. So the general solution of $\mathbf{x}' = A\mathbf{x}$ in this case is

$$\mathbf{x} = C_1 \mathbf{v}^{(1)} e^{\lambda_1 t} + C_2 \mathbf{v}^{(2)} e^{\lambda_2 t}$$

or in component form

$$x_1 = C_1 e^{t} + C_2 e^{2t}$$
$$x_2 = C_1 e^{t} + 2C_2 e^{2t}$$

where $C_1$ and $C_2$ are arbitrary constants.

✓ Find a formula for the solution of system (18) if $x_1(0) = 1$, $x_2(0) = -1$. Figure 6.1 shows graphs of $x_1(t)$ and $x_2(t)$ where $x_1(0) = 1$, $x_2(0) = 0, \pm 0.5$, $\pm 1$. Which graphs correspond to $x_1(0) = 1$, $x_2(0) = -1$? What happens as $t \to +\infty$? As $t \to -\infty$?

◆ Phase Portraits

We can view solutions graphically in several ways. For example, we can draw plots of $x_1(t)$ vs. $t$, $x_2(t)$ vs. $t$, and so on. These plots are called component plots (see Figure 6.1). Alternatively, we can interpret equations (12) as a set of parametric equations with $t$ as the parameter. Then each specific value of $t$ corresponds to a set of values for $x_1, \ldots, x_n$. We can view this set of values as coordinates of a point in $x_1x_2\cdots x_n$-space, called the phase space. (If $n = 2$ it’s called the phase plane.) For an interval of $t$-values, the corresponding points form a curve in phase space. This curve is called a phase plot, a trajectory, or an orbit.

☞ Another term for phase space is state space.
Phase plots are particularly useful if \( n = 2 \). In this case it is often worthwhile to draw several trajectories starting at different initial points on the same set of axes. This produces a phase portrait, which gives us the best possible overall view of the behavior of solutions. Whatever the value of \( n \), the trajectories of system (10) can never intersect because system (10) is autonomous.

If \( A \) in system (10) is a \( 2 \times 2 \) matrix, then it is useful to examine and classify the various cases that can arise. There aren’t many cases when \( n = 2 \), but even so these cases give important information about higher-dimensional linear systems, as well as nonlinear systems (see Chapter 7). We won’t consider here the cases where the two eigenvalues are equal, or where one or both of them are zero.

A direction field (or vector field) for an autonomous system when \( n = 2 \) is a field of line segments. The slope of the segment at the point \((x_1, x_2)\) is \( x_2'/x_1' \). The trajectory through \((x_1, x_2)\) is tangent to the segment. An arrowhead on the segment shows the direction of the flow. See Figures 6.2–6.5 for examples.

**Real Eigenvalues**

If the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are real, the general solution is

\[
\mathbf{x} = C_1 \mathbf{v}^{(1)} e^{\lambda_1 t} + C_2 \mathbf{v}^{(2)} e^{\lambda_2 t}
\]

where \( C_1 \) and \( C_2 \) are arbitrary real constants.

Let’s first look at the case where \( \lambda_1 > 0 \) and \( \lambda_2 < 0 \). The term in formula (19) involving \( \lambda_1 \) dominates as \( t \to +\infty \), and the term involving \( \lambda_2 \) dominates as \( t \to -\infty \). Thus as \( t \to +\infty \) the trajectories approach the line that goes through the origin and has the same slope as \( \mathbf{v}^{(1)} \), and as \( t \to -\infty \), they approach the line that goes through the origin and has the same slope as \( \mathbf{v}^{(2)} \). A typical phase portrait for this case is shown in Figure 6.2. The origin is called a saddle point, and it is unstable, since most solutions move away from the point.

Now suppose that \( \lambda_1 \) and \( \lambda_2 \) are both negative, with \( \lambda_2 < \lambda_1 < 0 \). The solution is again given by formula (19), but in this case both terms approach zero as \( t \to \pm \infty \).

![Figure 6.2: Phase portrait of a saddle: \( x_1 = x_1 - x_2 \), \( x_2' = -x_2 \).](image1)

![Figure 6.3: Phase portrait of a nodal sink: \( x_1 = -3x_1 + x_2 \), \( x_2' = -x_2 \).](image2)
zero as $t \to +\infty$. However, for large positive $t$, the factor $e^{\lambda_1 t}$ is much smaller than $e^{\lambda_2 t}$, so for $C_1 \neq 0$ the trajectories approach the origin tangent to the line with the same slope as $v^{(1)}$, and if $C_1 = 0$ the trajectory lies on the line with the same slope as $v^{(2)}$. For large negative $t$, the term involving $\lambda_2$ is the dominant one and the trajectories approach asymptotes that have the same slope as $v^{(2)}$. A typical phase portrait for this case is shown in Figure 6.3. The origin attracts all solutions and is called an *asymptotically stable node*. It is also called a *sink* because all nearby orbits get pulled in as $t \to +\infty$.

If both eigenvalues are positive, the situation is similar to when both eigenvalues are negative, but in this case the direction of motion on the trajectories is reversed. For example, suppose that $0 < \lambda_1 < \lambda_2$; then the trajectories are unbounded as $t \to +\infty$ and asymptotic to lines parallel to $v^{(2)}$. As $t \to -\infty$ the trajectories approach the origin either tangent to the line through the origin with the same slope as $v^{(1)}$ or lying on the line through the origin with the same slope as $v^{(2)}$. A typical phase portrait for this case looks like Figure 6.3 but with the arrows reversed. The origin is an *unstable node*. It is also called a *source* because all orbits (except $x = 0$ itself) flow out and away from the origin as $t$ increases from $-\infty$.

Find the eigenvalues and eigenvectors of the systems of Figures 6.2 and 6.3 and interpret them in terms of the phase plane portraits.

**Complex Eigenvalues**

Now suppose that the eigenvalues are complex conjugates $\lambda_1 = \alpha + i\beta$ and $\lambda_2 = \alpha - i\beta$. The exponential form (13) of a solution remains valid, but usually it is preferable to use Euler’s formula:

$$e^{i\beta t} = \cos(\beta t) + i \sin(\beta t)$$

This allows us to write the solution in terms of real-valued functions. The result is

$$x = C_1 e^{\alpha t}[a \cos(\beta t) - b \sin(\beta t)] + C_2 e^{\alpha t}[b \cos(\beta t) + a \sin(\beta t)]$$

where $a$ and $b$ are the real and imaginary parts of the eigenvector $v^{(1)}$ associated with $\lambda_1$, and $C_1$ and $C_2$ are constants. The trajectories are spirals about the origin. If $\alpha > 0$, then the spirals grow in magnitude and the origin is called a *spiral source* or an *unstable spiral point*. A typical phase portrait in this case looks like Figure 6.4. If $\alpha < 0$, then the spirals approach the origin as $t \to +\infty$, and the origin is called a *spiral sink* or an *asymptotically stable spiral point*.

In both cases the spirals encircle the origin and may be directed in either the clockwise or counterclockwise direction (but not both directions in the same system).

Finally, consider the case $\lambda = \pm i\beta$, where $\beta$ is real and positive. Now the exponential factors in solution formula (21) are absent so the trajectory is bounded as $t \to \pm\infty$, but it does not approach the origin. In fact, the
trajectories are ellipses centered on the origin (see Figure 6.5), and the origin is called a center. It is stable, but not asymptotically stable.

✓ Find the eigenvalues of the systems of Figures 6.4 and 6.5, and interpret them in terms of the phase plane portraits. Why can’t you “see” the eigenvectors in these portraits?

There is one other graphing technique that is often useful. If \( n = 2 \), ODE Architect can draw a plot of the solution in \( tx_{1},x_{2} \)-space. If we project this curve onto each of the coordinate planes, we obtain the two component plots and the phase plot (Figure 6.6).

**Using ODE Architect to Find Eigenvalues and Eigenvectors**

ODE Architect will find equilibrium points of a system and the eigenvalues and eigenvectors of the Jacobian matrix of an autonomous system at an equilibrium point. Here are the steps:

- Enter an autonomous system of first-order ODEs.
- Click on the lower left Equilibrium tab; enter a guess for the coordinates of an equilibrium point.
- The Equil. tab at the lower right will bring up a window with calculated coordinates of an equilibrium point close to your guess.
- Double click anywhere on the boxed coordinates of an equilibrium in the window (or click on the window’s editing icon) to see the eigenvalues, eigenvectors, and the Jacobian matrix.

If you complete these steps for a system of two first-order, autonomous ODEs, ODE Architect will insert a symbol at the equilibrium point in the phase plane: An open square for a saddle, a solid dot for a sink, an open dot for a source, and a plus sign for a center (Figures 6.2–6.5). The symbols can be edited using the Equilibrium tab on the edit window.

---

**Figure 6.4:** Phase portrait of a spiral source: \( x'_{1} = x_{2}, \ x'_{2} = x_{1} + 0.4x_{2}. \)

**Figure 6.5:** Phase portrait of a center: \( x'_{1} = x_{1} + 2x_{2}, \ x'_{2} = -x_{1} - x_{2}. \)
Figure 6.6: Solution curve of $x_1' = x_2$, $x_2' = -100.25x_1 + x_2$, $x_1(0) = 1$, $x_2(0) = 1$, the two component curves, and the trajectory in the $x_1,x_2$-phase plane.

✓ Use ODE Architect to find the eigenvalues and eigenvectors of the systems in Figures 6.2–6.5.

◆ Separatrices

A trajectory $\Gamma$ of a planar autonomous system is a *separatrix* if the long-term behavior of trajectories on one side of $\Gamma$ is quite different from the behavior of those on the other side. Take a look at the four *saddle separatrices* in Figure 6.2, each of which is parallel to an eigenvector of the system matrix. The two separatrices that approach the saddle point as $t$ increases are the *stable separatrices*, and the two that leave are the *unstable separatrices*.

◆ Parameter Movies

The eigenvalues of a $2 \times 2$ matrix $A$ depend on the values of $\text{tr} A$ and $\text{det} A$, and the behavior of the trajectories of $x' = Ax$ depends very much on the eigenvalues. So it makes sense to see what happens to trajectories as we vary the values of $\text{tr} A$ and $\text{det} A$. When we do this varying, we can make the eigenvalues change sign, or move into the complex plane, or become equal. As the changes occur the behavior of the trajectories has to change as well. Take a look at the “Parameter Movies” part of Module 6 for some surprising views of the changing phase plane portraits as we follow along a path in the parameter plane of $\text{tr} A$ and $\text{det} A$. 
References


Exploration 6.1. Eigenvalues, Eigenvectors, and Graphs

1. Each of the phase portraits in the graphs below is associated with a planar autonomous linear system with equilibrium point at the origin. What can you say about the eigenvalues of the system matrix $A$ (e.g., are they real, complex, positive)? Sketch by hand any straight line trajectories. What can you say about the eigenvectors of $A$?

(a) (b) (c) (d)
2. What does the phase portrait of $x' = Ax$ look like if $A$ is a $2 \times 2$ matrix with one eigenvalue zero and the other nonzero? How many equilibrium points are there? Include portraits of specific examples.

3. Using Figure 6.6 as a guide, make your own gallery of 2D and 3D graphs to illustrate solution curves, component curves, trajectories, and phase-plane portraits of the systems $x' = Ax$, where $A$ is a $2 \times 2$ matrix of constants. List eigenvalues and eigenvectors of $A$. Include examples of the following types of equilibrium points:
   - Saddle
   - Nodal sink
   - Nodal source
   - Spiral sink
   - Spiral source
   - Center
   - Eigenvalues of $A$ are equal and negative
Exploration 6.2. Pizza and Video

Sometimes business enterprises are strongly affected by periodic (e.g., seasonal) influences. We can illustrate this in the case of Diffey and Cue.

The model describing Diffey’s and Cue’s profits on Screen 1.4 in Module 6 is

\[
\begin{align*}
x' &= 0.06x + 0.01y - 0.013 \\
y' &= 0.04x + 0.05y - 0.013
\end{align*}
\]

(22)

Let’s introduce a periodic fluctuation in the coefficient of \(x\) in the first ODE and in the coefficient of \(y\) in the second ODE.

Sine and cosine functions are often used to model periodic phenomena. We’ll use \(\sin(2\pi t)\) so that the fluctuations have a period of one time unit. We will also include a variable amplitude parameter \(a\) so that the intensity of the fluctuations can be easily controlled. We have the modified system

\[
\begin{align*}
x' &= 0.06 \left(1 + \frac{1}{2}a \sin(2\pi t)\right) x + 0.01y - 0.013 \\
y' &= 0.04x + 0.05 \left(1 + \frac{3}{10}a \sin(2\pi t)\right) y - 0.013
\end{align*}
\]

(23)

Note that if \(a = 0\), we recover system (22), and that as \(a\) increases the amplitude of the fluctuations in the coefficients also increases.

1. Interpret the terms involving \(\sin(2\pi t)\) in the context of Diffey’s and Cue’s businesses. Use ODE Architect to solve the system (23) subject to the initial conditions \(x(0) = 0.3\), \(y(0) = 0.2\) for \(a = 1\). Use the time interval \(0 \leq t \leq 10\), or an even longer interval. Plot \(x\) vs. \(t\), \(y\) vs. \(t\), and \(y\) vs. \(x\). Compare the plots with the corresponding plots for the system (22). What is the effect of the fluctuating coefficients on the solution? Repeat with the same initial data, but sweeping \(a\) from 0 to 5 in 11 steps. What is the effect of increasing \(a\) on the solution?
2. Use ODE Architect to solve the system (23) subject to the initial conditions \( x(0) = 0.25, \ y(0) = 0 \) for \( a = 3 \). Draw a plot of \( y \) vs. \( x \) only. Be sure to use a sufficiently large \( t \)-interval to make clear the ultimate behavior of the solution. Repeat using the initial conditions \( x(0) = 0.2, \ y(0) = -0.2 \). Explain what you see.

3. For the two initial conditions in Problem 2 you should have found solutions that behave quite differently. Consider initial points on the line joining \((0.25, 0)\) and \((0.2, -0.2)\). For \( a = 3 \), estimate the coordinates of the point where the solution changes from one type of behavior to the other.
Consider two interconnected tanks containing salt water. Initially Tank 1 contains 5 gal of water and 3 oz of salt while Tank 2 contains 4 gal of water and 5 oz of salt.

Water containing $p_1$ oz of salt per gal flows into Tank 1 at a rate of 2 gal/min. The mixture in Tank 1 flows out at a rate of 6 gal/min, of which half goes into Tank 2 and half leaves the system.

Water containing $p_2$ oz of salt per gal flows into Tank 2 at a rate of 3 gal/min. The mixture in Tank 2 flows out at a rate of 6 gal/min: 4 gal/min goes to Tank 1, and the rest leaves the system.

1. Draw a diagram showing the tank system. Does the amount of water in each tank remain the same during this flow process? Explain. If $q_1(t)$ and $q_2(t)$ are the amounts of salt (in oz) in the respective tanks at time $t$, show that they satisfy the system of differential equations:

$$q_1' = 2p_1 - \frac{3}{5}q_1 + q_2$$
$$q_2' = 3p_2 + \frac{3}{5}q_1 - \frac{3}{5}q_2$$

What are the initial conditions associated with this system of ODEs?

2. Suppose that $p_1 = 1$ oz/gal and $p_2 = 1$ oz/gal. Solve the IVP, plot $q_1(t)$ vs. $t$, and estimate the limiting value $q_1^*$ that $q_1(t)$ approaches after a long time. In a similar way estimate the limiting value $q_2^*$ for $q_2(t)$. Repeat for your own initial conditions, but remember that $q_1(0)$ and $q_2(0)$ must be nonnegative. How are $q_1^*$ and $q_2^*$ affected by changes in the initial conditions? Now use ODE Architect to find $q_1^*$ and $q_2^*$. [Hint: Use the Equilibrium tab.] Is the equilibrium point a source or a sink? A node, saddle, spiral, or center?
3. The operator of this system (you) can control it by adjusting the input parameters $p_1$ and $p_2$. Note that $q_1^*$ and $q_2^*$ depend on $p_1$ and $p_2$. Find values of $p_1$ and $p_2$ so that $q_1^* = q_2^*$. Can you find values of $p_1$ and $p_2$ so that $q_1^* = 1.5q_2^*$?

4. Let $c_1^*$ and $c_2^*$ be the limiting concentrations of salt in each tank. Express $c_1^*$ and $c_2^*$ in terms of $q_1^*$ and $q_2^*$, respectively. Find $p_1$ and $p_2$, if possible, so as to achieve each of the following results:

(a) $c_1^* = c_2^*$
(b) $c_1^* = 1.5c_2^*$
(c) $c_2^* = 1.5c_1^*$

Finally, consider all possible (nonnegative) values of $p_1$ and $p_2$. Describe the set of limiting concentrations $c_1^*$ and $c_2^*$ that can be obtained by adjusting $p_1$ and $p_2$. 
Consider three interconnected tanks containing salt water. Initially Tanks 1 and 2 contain 10 gal of water while Tank 3 contains 15 gal. Each tank initially contains 6 oz of salt.

Water containing 2 oz of salt per gal flows into Tank 1 at a rate of 1 gal/min. The mixture in Tank 1 flows into Tank 2 at a rate of \( r \) gal/min. Furthermore, the mixture in Tank 1 is discharged into the drain at a rate of 2 gal/min. Water containing 1 oz of salt per gal flows into Tank 2 at a rate of 2 gal/min. The mixture in Tank 2 flows into Tank 3 at a rate of \( r + 1 \) gal/min and also flows back into Tank 1 at a rate of 1 gal/min. The mixture in Tank 3 flows into Tank 1 at a rate of \( r \) gal/min, and down the drain at a rate of 1 gal/min.

1. Draw a diagram that depicts the tank system. Does the amount of water in each tank remain constant during the process? Show that the flow process is modeled by the following system of equations, where \( q_1(t), q_2(t), \) and \( q_3(t) \) are the amounts of salt (in oz) in the respective tanks at time \( t \):

\[
\begin{align*}
q_1' &= 2 - \frac{r+2}{10} q_1 + \frac{1}{10} q_2 + \frac{r}{15} q_3 \\
q_2' &= 2 + \frac{r}{10} q_1 - \frac{r+2}{10} q_2 \\
q_3' &= \frac{r+1}{10} q_2 - \frac{r+1}{15} q_3
\end{align*}
\]

What are the corresponding initial conditions?

2. Let \( r = 1 \), and use ODE Architect to plot \( q_1 \) vs. \( t \), \( q_2 \) vs. \( t \), and \( q_3 \) vs. \( t \) for the IVP in Problem 1. Estimate the limiting value of the amount of salt in each tank after a long time. Now suppose that the flow rate \( r \) is increased to 4 gal/min. What effect do you think this will have on the limiting values for \( q_1, q_2, \) and \( q_3 \)? Check your intuition with ODE Architect. What do you think will happen to the limiting values if \( r \) is increased further? For each value of \( r \) use ODE Architect to find the limiting values for \( q_1, q_2, \) and \( q_3 \).
3. Although the two sets of graphs in Problem 2 may look similar, they’re actually slightly different. Calculate the eigenvalues of the coefficient matrix when $r = 1$ and when $r = 4$. There is a certain “critical” value $r = r_0$ between 1 and 4 where complex eigenvalues first occur. Determine $r_0$ to two decimal places.

4. Complex eigenvalues lead to sinusoidal solutions. Explain why the oscillatory behavior characteristic of the sine and cosine functions is not apparent in your graphs from Problem 2 for $r = 4$. Devise a plan that will enable you to construct plots showing the oscillatory part of the solution for $r = 4$. Then execute your plan to make sure that it is effective.
Exploration 6.5. Small Motions of a Double Pendulum; Coupled Springs

Another physical system with two degrees of freedom is the planar double pendulum. This consists of two rods of length $l_1$ and $l_2$ and two masses $m_1$ and $m_2$, all attached together so that motions are confined to a vertical plane. Here we'll investigate motions for which the pendulum system doesn't move too far from its stable equilibrium position in which both rods are hanging vertically downward. We'll assume the damping in this system is negligible.

A sketch of the double pendulum system is shown in the margin. A derivation of the nonlinear equations in terms of the angles $\theta_1(t)$ and $\theta_2(t)$ that govern the oscillations of the system is given in Chapter 7 (beginning on page 126). The equations of interest here are the linearized ODEs in $\theta_1$ and $\theta_2$ where both of these angles are required to be small:

$$l_1 \theta_1'' + \frac{m_2}{m_1 + m_2} l_2 \theta_2'' + g \theta_1 = 0$$
$$l_2 \theta_2'' + l_1 \theta_1'' + g \theta_2 = 0$$

For small values of $\theta_1$, $\theta_1'$, $\theta_2$, and $\theta_2'$ these ODEs are obtained by linearizing ODEs (19) and (20) on page 127.

1. Consider the special case where $m_1 = m_2 = m$ and $l_1 = l_2 = l$, and define $g/l = \omega_0^2$. Write the equations above as a system of four first-order equations. Use ODE Architect to generate motions for different values of $\omega_0$. Experiment with different initial conditions. Try to visualize the motions of the pendulum system that correspond to your solutions. Then use the model-based animation tool in ODE Architect and watch the animated double pendulums gyrate as your initial value problems are solved.
2. Assume $\omega_0^2 = 10$ in Problem 1. Can you find in-phase and out-of-phase oscillations that are analogous to those of the coupled mass-spring system? Determine the relationships between the initial conditions $\theta_1(0)$ and $\theta_2(0)$ that are needed to produce these motions. Plot $\theta_2$ against $\theta_1$ for these motions. Then change $\theta_1(0)$ or $\theta_2(0)$ to get a motion which is neither in-phase nor out-of-phase. Overlay this graph on the first plot. Explain what you see. Use the model-based animation feature in ODE Architect to help you “see” the in-phase and out-of-phase motions, and those that are neither. Describe what you see.

3. Show that the linearized equations for the double pendulum in Problem 2 are equivalent to those for a particular coupled mass-spring system. Find the corresponding values of (or constraints on) the mass-spring parameters $m_1$, $m_2$, $k_1$, and $k_2$. Does this connection extend to other double-pendulum parameter values besides those in Problems 1 and 2? If so, find the relationships between the parameters of the corresponding systems. Use the model-based animation feature in ODE Architect and watch the springs vibrate and the double pendulum gyrate. Describe what you see.
Overview While many natural processes can be modeled by linear systems of ODEs, others require nonlinear systems. Fortunately, some of the ideas used to understand linear systems can be modified to apply to nonlinear systems. In particular, state (or phase) spaces and equilibrium solutions (as well as eigenvalues and eigenvectors) continue to play a key role in understanding the long-term behavior of solutions. You will also see some new phenomena that occur only in nonlinear systems. We restrict our attention to autonomous equations, that is, equations in which time does not explicitly appear in the rate functions.

Key words Nonlinear systems of differential equations; linearization; direction fields; state (phase) space; equilibrium points; Jacobian matrices; eigenvalues; separatrices; Hopf bifurcations; limit cycles; predator-prey; van der Pol system; saxophone; spinning bodies; conservative systems; integrals of motion; angular velocity; Newton’s second law; nonlinear double pendulum

See also Chapter 6 for background on linear systems and Chapters 8-10 and 12 for more examples of nonlinear systems.
**Linear vs. Nonlinear**

In modeling a dynamical process with ODEs we aim for a model that is both reasonably accurate and solvable. By the latter we mean that there are either explicit solution formulas that reveal how solutions behave, or reliable numerical solvers for approximating solutions. Constant-coefficient linear ODEs and linear systems have explicit solution formulas (see Chapters 4 and 6), and that is one reason linearity is widely assumed in modeling. However, nonlinearity is an essential feature of many dynamical processes, but explicit solution formulas for nonlinear ODEs are rare. So for nonlinear systems we turn to the alternative approaches, and that’s what this chapter is about.

**The Geometry of Nonlinear Systems**

Let’s start with the linear system of ODEs that models the motion of a certain viscously damped spring-mass system that obeys Hooke’s Law for the displacement \( x \) of a unit mass from equilibrium:

\[
\begin{align*}
x' &= y, \\
y' &= -x - 0.1y 
\end{align*}
\]  

In Chapter 4 we saw that the equivalent linear second-order ODE, \( x'' + 0.1x' + x = 0 \), has an explicit solution formula, which we can use to determine the behavior of solutions and of trajectories in the \( xy \)-phase plane.

Now let’s suppose that the Hooke’s-law spring is replaced by a stiffening spring, which can be modeled by replacing the Hooke’s-law restoring force \(-x\) in system (1) with the nonlinear restoring force \(-x - x^3\). We obtain the system

\[
\begin{align*}
x' &= y, \\
y' &= -x - x^3 - 0.1y 
\end{align*}
\]  

As in the linear system (1), the nonlinear system (2) defines a vector (or direction) field in the \( xy \)-state (or phase) plane. The field lines are tangent to the trajectories (or orbits) and point in the direction of increasing time.

There are no solution formulas for system (2), so we turn to direction fields and ODE Architect for visual clues to solution behavior. As you can see from Figure 7.1, the graphs generated by ODE Architect tell us that the trajectories of both systems spiral into the equilibrium point at the origin as \( t \to +\infty \), even though the shapes of the trajectories differ. The origin corresponds to the constant solution \( x = 0, \ y = 0 \), which is called a spiral sink for each system because of the spiraling nature of the trajectories and because the trajectories, like water in a draining sink, are “pulled” into the origin with the advance of time. This is an indication of long-term or asymptotic behavior. Note that in this case the nonlinearity does not affect long-term behavior, but clearly does affect short-term behavior.
“Check” your understanding by answering these questions: Do the systems (1) and (2) have any equilibrium points other than the origin? How do the corresponding springs and masses behave as time increases? Why does the $-x^3$ term seem to push orbits toward the $y$-axis if $|x| \geq 1$, but not have much effect if $|x|$ is close to zero?

◆ Linearization

If we start with a nonlinear system such as (2), we can often use linear approximations to help us understand some features of its solutions. Our approximations will give us a corresponding linear system and we can apply what we know about that linear system to try to understand the nonlinear system. In particular, we will be able to verify our earlier conclusions about the long-term behavior of the nonlinear spring-mass system (2).

The nonlinearity of system (2) comes from the $-x^3$ term in the rate function $g(x, y) = -x - x^3 - 0.1y$. In calculus you may have seen the following formula for the linear approximation of the function $g(x, y)$ near the point $(x_0, y_0)$:

$$g(x, y) \approx g(x_0, y_0) + \frac{\partial g}{\partial x}(x_0, y_0)(x - x_0) + \frac{\partial g}{\partial y}(x_0, y_0)(y - y_0)$$  

(3)

However, $g(x_0, y_0)$ will always be zero at an equilibrium point (do you see why?), so formula (3) simplifies in this case to

$$g(x, y) \approx \frac{\partial g}{\partial x}(x_0, y_0)(x - x_0) + \frac{\partial g}{\partial y}(x_0, y_0)(y - y_0)$$  

(4)

Since we’re interested in long-term behavior and the trajectories of system (2) seem to be heading toward the origin, we want to use the equilibrium point

Figure 7.1: Trajectories of both systems have the same long-term, spiral-sink behavior, but behavior differs in the short-term.
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Figure 7.2: Near the equilibrium at the origin trajectories and \( t-x \) component curves of nonlinear system (2) and its linearization (1) are nearly look-alikes.

\((x_0, y_0) = (0, 0)\) in formula (4). Near the origin, the rate function for our nonlinear spring can be approximated by

\[ g(x, y) \approx -x - 0.1y \]

since \( \frac{\partial g}{\partial x} = -1 \) and \( \frac{\partial g}{\partial y} = -0.1 \) at \( x_0 = 0, \ y_0 = 0 \). Therefore the nonlinear system (2) reduces to the linearized system (1). You can see the approximation when the phase portraits are overlaid. The trajectories and \( t-x \) component curves of both systems, issuing from a common initial point close to the origin, are shown in Figure 7.2. The linear approximation is pretty good because the nonlinearity \(-x^3\) is small near \( x = 0 \). Take another look at Figure 7.1; the linear approximation is not very good when \( |x| > 1 \).

✓ How good an approximation to system (2) is the linearized system (1) if the initial point of a trajectory is far away from the origin? Explain what you mean by “good” and “far away.”

In matrix notation, linear system (1) takes the form

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -1 & -0.1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}
\]

so the characteristic equation of the system matrix is \( \lambda^2 + 0.1\lambda + 1 = 0 \). The matrix has eigenvalues \( \lambda = (-0.1 \pm i\sqrt{3.99})/2 \), making \((0, 0)\) a spiral sink (due to the negative real part of both eigenvalues). This supports our earlier conclusion that was based on the computer-generated pictures in Figure 7.2. The addition of a nonlinear term to a linear system (in this example, a cubic nonlinearity) does not change the stability of the equilibrium point (a sink in this case) or the spiraling nature of the trajectories (suggested by the complex eigenvalues).

☞ Linear and nonlinear look-alikes.

☞ Look back at Chapter 6 for more on complex eigenvalues and spiral sinks.
The linear and nonlinear trajectories and the \(tx\)-components shown in Figure 7.2 look pretty much alike. This is often the case for a system

\[
x' = F(x)
\]  

(6)

and its linearization

\[
x' = A(x - x_0)
\]  

(7)

at an equilibrium point \(x_0\). Let’s assume that the dependent vector variable \(x\) has \(n\) components \(x_1, \ldots, x_n\), that \(F_1(x), \ldots, F_n(x)\) are the components of \(F(x)\), and that these components are at least twice continuously differentiable functions. Then the \(n \times n\) constant matrix \(A\) in system (7) is the matrix of the first partial derivatives of the components of \(F(x)\) with respect to the components of \(x\), all evaluated at \(x_0\):

\[
A = \begin{bmatrix}
\frac{\partial F_1}{\partial x_1} & \cdots & \frac{\partial F_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial F_n}{\partial x_1} & \cdots & \frac{\partial F_n}{\partial x_n}
\end{bmatrix}_{x = x_0}
\]

\(A\) is called the Jacobian matrix of \(F\) at \(x_0\), and is often denoted by \(J\) or \(J(x_0)\).

As an example, look back at system (1) and its linearization, system (2) or system (5).

Here’s why linearization is so widely used. It is known that if none of the eigenvalues of the Jacobian matrix at an equilibrium point is zero or pure imaginary, then close to the equilibrium point the trajectories and component curves of systems (6) and (7) look alike. We can use ODE Architect to find equilibrium points, calculate Jacobian matrices and their eigenvalues, and so, check out whether the eigenvalues meet the conditions just stated. If \(n = 2\), we can apply the vocabulary of planar linear systems from Chapter 6 to nonlinear systems. We can talk about a spiral sink, a nodal source, a saddle point, etc. ODE Architect uses a solid dot for a sink, an open dot for a source, a plus sign for a center, and an open square for a saddle.

What happens when, say, the matrix \(A\) does have pure imaginary eigenvalues? Then all bets are off, as the following example shows.

Start with the linear system

\[
\begin{align*}
x' &= y \\
y' &= -x
\end{align*}
\]

The system matrix has the pure imaginary eigenvalues \(\pm i\), making the origin a center. Now give the system a nonlinear perturbation to get

\[
\begin{align*}
x' &= y - x^3 \\
y' &= -x
\end{align*}
\]
The behavior of the linearized system does not always accurately predict the behavior of the nonlinear system.

Figure 7.3: Nonlinear terms convert a linear center to a nonlinear sink.

By picturing the direction field defined by this system, we can see that each vector has been nudged slightly inward, toward the origin. This causes solutions to spiral inward, making \((0, 0)\) a spiral sink. Figure 7.3 shows trajectories from the original linear system on the left, and a trajectory of the nonlinear system on the right, spiraling inward. Now it should be clear why we had to exclude pure imaginary eigenvalues!

What happens if you perturb the linear system by adding the \(x^3\) term, instead of subtracting? What about the system \(x' = y - x^3, \ y' = -x + y^3\)?

**Separatrices and Saddle Points**

A linear saddle point has two trajectories that leave the point (as time increases from \(-\infty\)) along a straight line in the direction of an eigenvector. Another two trajectories approach the point (as time increases to \(+\infty\)) along a straight line in the direction of an eigenvector. These four trajectories are called *saddle separatrices* because they divide the neighborhood of the saddle point into regions of quite different long-term trajectory behavior. The left plot in Figure 7.4 shows the four separatrices along the \(x\)- and \(y\)-axes for the linear system

\[
x' = x, \quad y' = -y
\]

with a saddle point at the origin. The two that leave the origin as \(t\) increases are the *unstable separatrices*, and the two that enter the origin are the *stable separatrices*.

If we add some higher-order nonlinear terms to a linear saddle-point system, the separatrices persist but their shapes may change. They still divide a neighborhood of the equilibrium point into regions of differing long-term behavior. And, most importantly, they still leave or approach the equilibrium...
Behavior of Solutions Away from Equilibrium Points

While we can use linearization in most cases to determine the long-term behavior of solutions near an equilibrium point, it may not be a good method for studying the behavior of solutions “far away” from the equilibrium point. Consider, for example, the spider-fly system of Module 7:

\[ S' = -4S + 2SF, \quad F' = 3 \left( 1 - \frac{F}{5} \right) F - 2SF \]

where \( S \) is a population of spiders preying on \( F \), a population of flies (all measured in thousands). This nonlinear system has several equilibrium points, one of which is at \( p^* = (0.9, 2) \).

Take a look at the graphics windows in Experiment 2 of “The Spider and Fly” (Screen 1.4). The trajectories of the linearized system that are close to \( p^* \) approximate well those of the nonlinear system. However, trajectories of the linearized system that are not near the equilibrium point diverge substantially from those of the nonlinear system, and may even venture into a region of the state space where the population of spiders is negative!

The nonlinear terms are critical in determining trajectory behavior far away from an equilibrium point.

Look at the Library file “Mutualism: Symbiotic Interactions” in the “Population Models” folder and investigate the long-term behavior of solution curves by using linear approximations near equilibrium points.
An attracting spiral sink \((a = -1)\).

A repelling spiral source and attracting limit cycle \((a = 1)\).

Figure 7.5: The system, \(x' = y + ax - x^3\), \(y' = -x\), undergoes a Hopf bifurcation to an attracting limit cycle as the parameter transits the value \(a = 0\).

◆ Bifurcation to a Limit Cycle

The model equations for an electrical circuit (the van der Pol circuit) containing a nonlinear resistor, an inductor, and a capacitor, all in series, are

\[
\begin{align*}
    x' &= y + ax - x^3, \\
    y' &= -x
\end{align*}
\]  

where \(x\) is the current in the circuit and \(y\) is the voltage drop across the capacitor. The voltage drop across the nonlinear resistor is \(ax - x^3\), where \(a\) is a parameter. The characteristics of the resistor, and thus the performance of the circuit, change when we change the value of this parameter. Let’s look at the phase portrait and the corresponding eigenvalues of the linearization of this system at the equilibrium point \((0, 0)\) for different values of \(a\).

As \(a\) increases from \(-1\) to \(1\), the eigenvalues of the Jacobian matrix of system (10) at the origin change from complex numbers with negative real parts to complex numbers with positive real parts, but at \(a = 0\) they are pure imaginary. The circuit’s behavior changes as \(a\) increases, and it changes in a qualitative way at \(a = 0\). The phase portrait shows a spiral sink at \((0, 0)\) for \(a \leq 0\), then a spiral source for \(a > 0\). Further, the trajectories near the source spiral out to a closed curve that is itself a trajectory. Our electrical circuit has gone from one where current and voltage die out to one that achieves a continuing oscillation described by a periodic steady state. A change like this in the behavior of a model at a particular value of a parameter is called a Hopf bifurcation. Figure 7.5 shows the changes in a trajectory of system (10) due to the bifurcation that occurs when \(a\) is increased through zero.

✓ Find the Jacobian matrix of system (10) at the origin and calculate its eigenvalues in terms of the parameter \(a\). Write out the linearized version of system (10). Check your work by using ODE Architect’s equilibrium, Jacobian, and eigenvalue capabilities.
A limit cycle is exclusively a nonlinear phenomenon. Any cycle in a linear autonomous system is always part of a family of cycles, none of which are limit cycles.

The closed solution curve in Figure 7.5 that represents a periodic steady state is called an attracting limit cycle because all nearby trajectories spiral into it as time increases. As the parameter value changes in a Hopf bifurcation, you can observe an equilibrium point that is a spiral sink changing into a source with nearby orbits spiralling onto the limit cycle. You'll investigate this kind of phenomenon when you use ODE Architect to investigate the model system in the “Saxophone” submodule of Module 7.

Higher Dimensions

So far we have looked at systems of nonlinear ODEs involving only two state variables. However it is not uncommon for a model to have a system with more than two state variables. Fortunately our ideas extend in a natural way to cover these situations. Analysis by linear approximation may still work in these cases, and ODE Architect can always be used to find equilibrium points, Jacobian matrices, and eigenvalues in any dimension. See for example Problem 3 in Exploration 7.3.

The chapter cover figure shows trajectories of a system with three state variables; this system describes the angular velocity of a spinning body. The “Spinning Bodies” submodule of Module 7 and Problem 1 in Exploration 7.3 model the rotational motion of an object thrown into space; this model is described below.

✓ How could you visualize the trajectories of a system of four equations?

Spinning Bodies: Stability of Steady Rotations

Suppose that a rigid body is undergoing a steady rotation about an axis \( \mathbf{L} \) through its center of mass. In a plane perpendicular to \( \mathbf{L} \) let \( \theta \) be the angle swept out by a point in the body, but not on the axis. Steady rotations about \( \mathbf{L} \) are characterized by the fact that \( \theta' = d\theta/dt = \text{constant} \), for all time. In mechanics, it is useful to describe such steady rotations by a vector \( \omega \) parallel to \( \mathbf{L} \), whose magnitude \( |\omega| = d\theta/dt \) is constant. Notice that \(-\omega\) in this case also corresponds to a steady spin about \( \mathbf{L} \), but in the opposite direction. The vector \( \omega \) is called the angular velocity, and for steady rotations we see that \( \omega \) is a constant vector. The angular velocity vector \( \omega \) can also be defined for an unsteady rotation of the body, but in this case \( \omega(t) \) is not a constant vector.

It turns out that in a uniform force field (such as the gravitational field near the earth’s surface), the differential equations for the rotational motion of the body about its center of mass decouple from the ODEs for the translational motion of the center of mass. How shall we track the rotational motion of the body? For each rigid body there is a natural triple of orthogonal axes \( \mathbf{L}_1 \), \( \mathbf{L}_2 \), and \( \mathbf{L}_3 \) (called body axes) which, as it turns out, makes it relatively easy to
model the rotational motion by a system of ODEs. To define the body axes we need the inertia tensor $I$ of the body. Given a triple of orthogonal axes through the body’s center of mass, put an orientation on each axis and label them to form a right-handed frame (i.e., it follow the right-hand rule). In that frame, $I$ is represented by a $3 \times 3$ positive definite matrix. Body axes are just the frame for which the representation of $I$ is a diagonal matrix with the positive entries $I_1$, $I_2$, and $I_3$ along the diagonal. These values $I_1$, $I_2$, and $I_3$ are called the principal moments of inertia of the body. Note that $I_k$ is the moment of inertia about the principal axis $L_k$, for $k = 1, 2, 3$. If a body has uniform density and an axis $L$ such that turning the body $180^\circ$ about that axis brings the body into coincidence with itself again, then that axis $L$ is a principal axis.

Let’s say that a book has uniform density (not quite true, but nearly so). Then the three axes of rotational symmetry through the center of mass are the principal axes: $L_3$, the short axis through the center of the book’s front and back covers; $L_2$, the long axis parallel to the book’s spine; and $L_1$, the intermediate axis which is perpendicular to $L_2$ and $L_3$. For a tennis racket, the body axis $L_2$ is obvious on geometrical grounds. The other axes $L_1$ and $L_3$ are a bit more difficult to discern, but they are given in the margin sketch.

Throw a tennis racket up into the air and watch its gyrations. Wrap a rubber band around a book, toss it into the air, and look at its spinning behavior. Now try to get the racket or the book to spin steadily about each of three perpendicular body axes $L_1$, $L_2$, and $L_3$. Not so hard to do about two of the axes—but nearly impossible about the third. Why is that? Let’s construct a model for the rotation of the body and answer this question.

Let’s confine our attention to the body’s angular motion while aloft, not its vertical motion. Let’s ignore air resistance. The key parameters that influence the angular motion are the principal inertias $I_1$, $I_2$, $I_3$ about the respective body axes $L_1$, $L_2$, $L_3$. Let $\omega_1$, $\omega_2$, and $\omega_3$ be the components of the vector $\omega$ along the body axes $L_1$, $L_2$, and $L_3$. There is an analogue of Newton’s second law applied to the body which involves the angular velocity vector $\omega$. The components of the rotational equation of motion in the body axes frame are given by

$$I_1\omega_1' = (I_2 - I_3)\omega_2\omega_3, \quad I_2\omega_2' = (I_3 - I_1)\omega_1\omega_3, \quad I_3\omega_3' = (I_1 - I_2)\omega_1\omega_2.$$ (11)

Dividing by the principal inertias, we have the nonlinear system

$$\omega_1' = \frac{I_2 - I_3}{I_1} \omega_2\omega_3,$$

$$\omega_2' = \frac{I_3 - I_1}{I_2} \omega_1\omega_3,$$

$$\omega_3' = \frac{I_1 - I_2}{I_3} \omega_1\omega_2.$$ (11)

Let’s measure angles in radians and time in seconds, so that each $\omega_i$ has units of radians per second.

First, we note that for any constant $\alpha \neq 0$, the equilibrium point $\omega = (\alpha, 0, 0)$ of system (11) represents a pure steady rotation (or spinning motion)
about the first body axis \( L_1 \) with angular velocity \( \alpha \). The equilibrium point \((-\alpha, 0, 0)\) represents steady rotation about \( L_1 \) in the opposite direction. Similar statements are true for the equilibrium points \( \omega = (0, \alpha, 0) \) and \((0, 0, \alpha)\).

Now the kinetic energy of angular rotation is given by

\[
KE(\omega_1, \omega_2, \omega_3) = \frac{1}{2} (I_1 \omega_1^2 + I_2 \omega_2^2 + I_3 \omega_3^2)
\]

The value of \( KE \) stays fixed on an orbit of system (11) since

\[
\frac{d(KE)}{dt} = I_1 \omega_1 \omega_1' + I_2 \omega_2 \omega_2' + I_3 \omega_3 \omega_3' = (I_2 - I_3) \omega_1 \omega_2 \omega_3 + (I_1 - I_3) \omega_1 \omega_2 \omega_3 + (I_1 - I_2) \omega_1 \omega_2 \omega_3 = 0
\]

So system (11) is conservative and \( KE \) is an integral. The ellipsoidal integral surface \( KE = C \), where \( C \) is a positive constant, is called an inertial ellipsoid for system (11). Note that any orbit of (11) that starts on one of the ellipsoids stays on the ellipsoid, and orbits on that ellipsoid share the same value of \( KE \).

Show that the functions

\[
K = \frac{I_3 - I_1}{I_2} \omega_1^2 - \frac{I_2 - I_3}{I_1} \omega_2^2
\]

and

\[
M = \frac{I_1 - I_2}{I_3} \omega_1^2 - \frac{I_2 - I_3}{I_1} \omega_3^2
\]

are also integrals for system (11). Describe the surfaces \( K = \text{const.} \), \( M = \text{const.} \).

Let’s put in some numbers for \( I_1, I_2, \) and \( I_3 \) and see what happens. Set \( I_1 = 2, I_2 = 1, I_3 = 3 \). Then system (11) becomes

\[
\begin{align*}
\omega_1' &= -\omega_2 \omega_3 \\
\omega_2' &= \omega_1 \omega_3 \\
\omega_3' &= \frac{1}{3} \omega_1 \omega_2
\end{align*}
\]

With the given values for \( I_1, I_2, I_3 \) we have the integral

\[
KE = \frac{1}{2} \left( 2\omega_1^2 + \omega_2^2 + 3 \omega_3^2 \right)
\]

The left graph in Figure 7.6, which is also the chapter cover figure, shows the inertial ellipsoid \( KE = 12 \) and twenty-four orbits on the surface. The geometry of the orbits indicates that if the body is started spinning about an axis very near the body axes \( L_2 \) or \( L_3 \), then the body continues to spin almost steadily about those body axes. Attempting to spin the body about the intermediate body axis \( L_1 \) is another matter. Any attempt to spin the body about the \( L_1 \) body axis leads to strange gyrations. Note in Figure 7.6 that each of the four trajectories that starts near the equilibrium point \((\sqrt{12}, 0, 0)\) where the
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Figure 7.6: Twenty-four trajectories on the inertial ellipsoid $KE = 12$ (left); head-on view from the $\omega_1$-axis (right) shows a saddle point on the ellipsoid.

$\omega_1$-axis pierces the ellipsoid goes back near the antipodal point (and reverses its direction of rotation) then returns in an endlessly repeating periodic path. This corresponds to unstable gyrations near the $\omega_1$-axis.✓

Match up the trajectories in Figure 7.6 with actual book rotations. Put a rubber band around a book, flip the book into the air, and check out the rotations. Do the projected trajectories in the right graph of Figure 7.6 really terminate, or is something else going on?

◆ The Planar Double Pendulum

The planar double pendulum is an interesting physical system with two degrees of freedom. It consists of two rods of lengths $l_1$ and $l_2$, and two masses, specified by $m_1$ and $m_2$, attached together so that the rods are constrained to oscillate in a vertical plane. We’ll neglect effects of damping in this system.

The governing equations are most conveniently written in terms of the angles $\theta_1(t)$ and $\theta_2(t)$ shown in Figure 7.7. One way to obtain the equations of motion is by applying Newton’s second law to the motions of the masses. First we’ll consider mass $m_2$ and the component in the direction shown by the unit vector $u_3$ in Figure 7.7. Define a coordinate system centered at mass $m_1$ and rotating with angular velocity $\Omega = (d\theta_1/dt)k$, where $k$ is the unit vector normal to the plane of motion. If $\hat{a}$, $\hat{v}$, and $\hat{r}$ denote the acceleration, velocity, and position of $m_2$ with respect to the rotating coordinate system, then the acceleration $\mathbf{a}$ with respect to a coordinate system at rest is known to be

$$a = \hat{a} + \frac{d\Omega}{dt} \times \hat{r} + 2\Omega \times \hat{v} + \Omega \times (\Omega \times \hat{r}) \quad (14)$$

For our configuration it follows that $\hat{r}$ is given by

$$\hat{r} = [-l_1 \sin(\theta_2 - \theta_1)]u_3 + [l_2 + l_1 \cos(\theta_2 - \theta_1)]u_4 \quad (15)$$
with the unit vector \( \mathbf{u}_4 \) in the direction shown in Figure 7.7. Since the only forces acting are gravity and the tensile forces in the rods, the \( \mathbf{u}_3 \)-component of \( \mathbf{F} = m \mathbf{a} \) in combination with Eqs. (14) and (15) gives

\[
m_2 l_2 (\theta_2 - \theta_1)'' + m_2 [l_2 + l_1 \cos(\theta_2 - \theta_1)] \theta_1''
+ m_2 l_1 (\theta_1')^2 \sin(\theta_2 - \theta_1) = -m_2 g \sin \theta_2 \quad (16)
\]

Similarly, the component of Newton’s law in the direction of the unit vector \( \mathbf{u}_1 \) is given by

\[
m_2 l_1 \theta_1'' + m_2 l_2 \cos(\theta_2 - \theta_1) \theta_2'' - m_2 l_2 (\theta_2')^2 \sin(\theta_2 - \theta_1)
= -m_2 g \sin \theta_1 - f_2 \sin(\theta_2 - \theta_1) \quad (17)
\]

where \( f_2 \) is the magnitude of the tensile force in the rod \( l_2 \). Equations (16) and (17) will provide the system governing the motion, once the quantity \( f_2 \) is determined. An equation for \( f_2 \) is found from the \( \mathbf{u}_1 \)-component of Newton’s law applied to the mass \( m_1 \):

\[
m_1 l_1 \theta_1'' = -m_1 g \sin \theta_1 + f_2 \sin(\theta_2 - \theta_1) \quad (18)
\]

Eliminating \( f_2 \) between Eqs. (17) and (18) and simplifying Eq. (16) slightly, we obtain the governing nonlinear system of second-order ODEs for the undamped planar double pendulum:

\[
(m_1 + m_2) l_1 \theta_1'' + m_2 l_2 \cos(\theta_2 - \theta_1) \theta_2''
- m_2 l_2 (\theta_2')^2 \sin(\theta_2 - \theta_1) + (m_1 + m_2) g \sin \theta_1 = 0 \quad (19)
\]

\[
m_2 l_2 \theta_2'' + m_1 \cos(\theta_2 - \theta_1) \theta_1''
+ m_2 l_1 (\theta_1')^2 \sin(\theta_2 - \theta_1) + m_2 g \sin \theta_2 = 0 \quad (20)
\]

Figure 7.7: Geometry and unit vectors for the double pendulum.
Another way to derive the equations of motion of the double pendulum system is to use Lagrange’s equations. These are

\[
\frac{d}{dt} \left[ \frac{\partial}{\partial \theta_1'} (T - V) \right] - \frac{\partial}{\partial \theta_1} (T - V) = 0 \tag{21}
\]

\[
\frac{d}{dt} \left[ \frac{\partial}{\partial \theta_2'} (T - V) \right] - \frac{\partial}{\partial \theta_2} (T - V) = 0 \tag{22}
\]

where \( T \) is the kinetic energy of the system and \( V \) is its potential energy. The respective kinetic energies of the masses \( m_1 \) and \( m_2 \) are

\[
T_1 = \frac{1}{2} m_1 l_1^2 (\dot{\theta}_1')^2
\]

\[
T_2 = \frac{1}{2} m_2 (l_1 \dot{\theta}_1' \sin \theta_1 + l_2 \dot{\theta}_2' \sin \theta_2)^2 + \frac{1}{2} m_2 (l_1 \dot{\theta}_1' \cos \theta_1 + l_2 \dot{\theta}_2' \cos \theta_2)^2
\]

The corresponding potential energies of \( m_1 \) and \( m_2 \) are

\[
V_1 = m_1 gl_1 (1 - \cos \theta_1)
\]

\[
V_2 = m_2 gl_1 (1 - \cos \theta_1) + m_2 gl_2 (1 - \cos \theta_2)
\]

Then we have \( T = T_1 + T_2 \) and \( V = V_1 + V_2 \). Inserting the expressions for \( T \) and \( V \) into Eqs. (21) and (22), we find the equations of motion of the double pendulum. These equations are equivalent to the ones obtained previously using Newton’s law. The formalism of Lagrange pays the dividend of producing the equations with “relatively” shorter calculations.
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Exploration 7.1. Predator and Prey: Linearization and Stability

1. Let \( F \) represent the number of flies and \( S \) the number of spiders (both in 1000s). Assume that the model for their interaction is given by:

\[
S' = -4S + 2SF, \\
F' = 3F - 2SF
\]  (23)

where the \( SF \)-term is a measure of the interaction between the two species.

(a) Why is the \( SF \)-term negative in the first ODE and positive in the second when \((S, F)\) is inside the population quadrant?

(b) Show that the system has an equilibrium point at \((1.5, 2)\).

(c) Show that the system matrix of the linearization of system (23) about \((1.5, 2)\) has pure imaginary eigenvalues.

(d) Now plot phase portraits for system (23) and for its linearization about \((1.5, 2)\). What do you see?

☞ Take a look at the “Spider and Fly” submodule of Module 7.

☞ This makes the point \((1.5, 2)\) a center for the linearized system.

2. Suppose that an insecticide reduces the spider population at a rate proportional to the size of the population.

(a) Modify the predator-prey model of system (23) to account for this.

(b) Model how insecticide can be made more or less effective.

(e) Use the model to predict the long-term behavior of the populations.
3. In a predator-prey system that models spider-fly interaction

\[ S' = -4S + 2SF, \quad F' = 3 \left( 1 - \frac{F}{N} \right) F - 2SF \]

the number \( N \) represents the maximum fly population (in 1000s). Investigate the effect of changing the value of \( N \). What’s the largest the spider population can get? The fly population?

4. Suppose the spider-fly model is modified so that there are two predators, spiders and lizards, competing to eat the flies. One model for just the two predator populations is

\[ S' = 4 \left( 1 - \frac{S}{5} \right) S - SL, \quad L' = 3 \left( 1 - \frac{L}{2} \right) L - SL \]

(a) What do the numbers 2, 3, 4, and 5 represent?
(b) What does the term \( SL \) represent? Why is it negative?
(c) What will become of the predator populations in the long run?

5. Take a look at the library file “A Predator-Prey System with Resource Limitation” in the “Biological Models” folder. Compare and contrast the system you see in that file with that given in Problem 2. Create a system where both the predator and the prey are subject to resource limitations, and analyze the behavior of the trajectories.
Exploration 7.2. Bifurcations and Limit Cycles

1. Alter the model in the “Saxophone” submodule of Module 10 by adding a parameter $c$:

   $u' = v, \quad v' = -su + cv - \frac{1}{b}v^3$

   (a) What part of the model does this affect?
   (b) How do solutions behave for values of $c$ between 0 and 2, taking $s = b = 1$?
   (c) As $c$ increases, what happens to the pitch and amplitude?

2. Suppose the model for a simple harmonic oscillator (a linear model),

   \[ x' = y, \quad y' = -x \]

   is modified by adding a parameter $c$:

   \[ x' = cx + y, \quad y' = -x + cy \]

   (a) What happens to the equilibrium point as $c$ goes from $-1$ to $1$?
   (b) What happens to the eigenvalues of the matrix of coefficients as $c$ changes from $-1$ to $1$?
3. Suppose we further modify the system of Problem 2:
\[ x' = cx + y - x(x^2 + y^2), \quad y' = -x + cy - y(x^2 + y^2) \]
where \(-1 \leq c \leq 1\). Analyze the behavior of the equilibrium point at \((0, 0)\) as \(c\) increases from \(-1\) to \(1\). How does it compare with the behavior you observed in Problem 2?

4. You can modify the system for a simple, undamped nonlinear pendulum (see Chapter 10) to produce a torqued pendulum:
\[ x' = y, \quad y' = -\sin(x) + a \]
Here \(a\) represents a torque applied about the axis of rotation of the pendulum arm. Investigate the behavior of this torqued pendulum for the values of \(a\) between 0 and 2 by building the model and animating the phase space as \(a\) increases. Explain what kind of behavior the pendulum exhibits as \(a\) increases; explain the behavior of any equilibrium points you see.

5. The motion of a thin, flexible steel beam, affixed to a rigid support over two magnets, can be modeled by Duffing’s equation:
\[ x' = y, \quad y' = ax - x^3 \]
where \(x\) represents the horizontal displacement of the beam from the rest position and \(a\) is a parameter that is related to the strength of the magnets. Investigate the behavior of this model for \(-1 \leq a \leq 1\). In particular:

(a) Find all equilibrium points and classify them as to type (e.g., center, saddle point), verifying your phase plots with eigenvalue calculations (use ODE Architect for the eigenvalue calculations). Some of your answers will depend on \(a\).

(b) Give a physical interpretation of your answers to Question (a).

(c) What happens to the equilibrium points as the magnets change from weak \((a \leq 0)\) to strong \((a > 0)\)?

(d) What happens if you add a linear damping term to the model? (Say, \(y' = ax - x^3 - vy\).)
Exploration 7.3. Higher Dimensions

1. Spinning Bodies.
   Use ODE Architect to draw several distinct trajectories on the ellipsoid of inertia, \( 0.5(2\omega_1^2 + \omega_2^2 + 3\omega_3^2) = 6 \), for system (12).
   Choose initial data on the ellipsoid so that the trajectories become the “visible skeleton” of the invisible ellipsoid. What do the trajectories look like? What kind of motion does each represent? You should be able to get a picture that resembles the chapter cover figure and Figure 7.6. Project your 3D graphs onto the \( \omega_1 \omega_2 \)-, \( \omega_2 \omega_3 \)-, and \( \omega_1 \omega_3 \)-planes, and describe what you see. Now apply the equilibrium/eigenvalue/eigenvector calculations from ODE Architect to equilibrium points on each of the \( \omega_1 \)-, \( \omega_2 \)-, and \( \omega_3 \)-axes. Describe the results and their correlation with what you saw on the coordinate planes. Now go to the Library file “A Conservative System: The Momentum Ellipsoid” in the folder “Physical Models” and explain what you see in terms of the previous questions in this problem.

2. Exploration 7.1 (Problem 4) gives a predator-prey model where two species, spiders and lizards, prey on flies. Construct a system of three differential equations that includes the prey in the model. You’ll need to represent growth rates and interactions, and you may want to limit population sizes. Make some reasonable assumptions about these parameters. What long-term behavior does your model predict?

3. Take another look at the ODEs of the coupled springs model in Module 6. Use ODE Architect for the system of four ODEs given in Experiment 1 of that section (use \( c = 0.05 \)). Make 3D plots of any three of the five variables \( x_1, x'_1, x_2, x'_2 \), and \( t \). What do the plots tell you about the corresponding motions of the springs? Now use the Tool to find the eigenvalues of the Jacobian matrix of the system at the equilibrium point. What do the eigenvalues tell you about the motions?
4. Modify the coupled springs model from Module 6 (where coupled linear springs move on a frictionless horizontal surface) by making one of the springs hard or soft: add a term like $\pm x^3$ to the restoring force. Does this change the long-term behavior of the system? Make and interpret graphs as in Problem 3.

5. *Chaos in three dimensions.*
Some nonlinear 3D systems seem to behave chaotically. Orbits stay bounded as time advances, but the slightest change in the initial data leads to an orbit that eventually seems to be completely uncorrelated with the original orbit. This is thought to be one feature of chaotic dynamics. Choose one of the following three Library files located in the folder “Higher Dimensional Systems”:

- “The Scroll Circuit: Organized Chaos”
- “The Lorenz System: Chaos and Sensitivity”
- “The Roessler System: A Strange Attractor”

Change parameters until you see an example of this kind of chaos. You may want to look at Chapter 12 for additional insight into the meaning of chaos.
Overview

A salt solution is pumped through a series of tanks. We’ll use the balance law to model the rate of change of the amount of salt in each tank:

\[
\begin{align*}
\text{Net rate of change of amount of salt in tank} & = \text{Rate into tank} - \text{Rate out of tank}
\end{align*}
\]

If we know the initial amount of salt and the inflow and outflow rates of the solution in each tank, then we can set up an IVP that models the physical system. We’ll use this “balance law” approach to model the pollution level in a lake; the flow of a medication; the movement of lead among the blood, tissues, and bones of a body; and an autocatalytic chemical reaction.

Key words

Compartment model; balance law; lake pollution; pharmacokinetics; chemical reactions; chemical law of mass action; autocatalysis; Hopf bifurcation

See also

Chapter 9 for the SIR compartment model, and Chapter 6 for linear systems and flow through interconnected tanks.
Lake Pollution

Modeling how pollutants move through an environment is important in the prediction of harmful effects, as well as the formulation of environmental policies and regulations. The simplest situation has a single source of pollution that contaminates a well-defined habitat, such as a lake. To build a model of this system, we picture the lake as a compartment; pollutants in the water flow into and out of the compartment. The rates of flow determine the amount of build-up or dissipation of pollutants. It is useful to represent this conceptual model with a compartment diagram, where a box represents a compartment and an arrow represents a flow rate. Here is a compartment diagram for a simple model of lake pollution:

\[ \begin{align*}
  & r_{\text{in}} \\
  & L(t) \\
  & r_{\text{out}}
\end{align*} \]

The amount of pollutant in the lake at time \( t \) is \( L(t) \), while \( r_{\text{in}} \) is the rate of flow of pollutant into the lake and \( r_{\text{out}} \) is the rate of flow of pollutant out of the lake. To obtain the equation for the rate of change of the amount of pollutant in the lake, we apply the balance law: the net rate of change of the amount of a substance in a compartment is the difference between the rate of flow into the compartment and the rate of flow out of the compartment:

\[
\frac{dL}{dt} = r_{\text{in}} - r_{\text{out}}
\]

This ODE is sufficient when we know the rates \( r_{\text{in}} \) and \( r_{\text{out}} \), but these rates are usually not constant: they depend on the rate of flow of water into the lake, the rate of flow of water out of the lake, and the pollutant concentration in the inflowing water. Let \( s_{\text{in}} \) and \( s_{\text{out}} \) represent the volume rates of flow of water into and out of the lake, \( V \) the volume of water in the lake, and \( p_{\text{in}} \) the concentration of pollutant in the incoming water. Now we can calculate the rates shown in the compartment diagram:

\[
\begin{align*}
  r_{\text{in}} &= p_{\text{in}} s_{\text{in}}, \\
  r_{\text{out}} &= \frac{L}{V} s_{\text{out}}
\end{align*}
\]

The ODE for the amount of pollutant in the lake is now

\[
\frac{dL}{dt} = p_{\text{in}} s_{\text{in}} - \frac{L}{V} s_{\text{out}} \tag{1}
\]

To obtain an IVP, we need to specify \( L(0) \), the initial amount of pollutant in the lake. The solution to this IVP will reveal how the level of pollution varies in time. Figure 8.1 shows a solution to the ODE (1) for the pollution level in the lake if the inflow is contaminated for the first six months of every year and is clean for the last six months (so \( p_{\text{in}}(t) \) is a square wave function).
✓ “Check” your understanding by finding the volume $V(t)$ of water in the lake at time $t$ if $V(0) = 10$, $s_{in} = 3$, and $s_{out} = 1$, 3, or 5 (all quantities in suitable units). Does the lake dry up, overflow, or stay at a constant volume?

◆ Allergy Relief

Medications that relieve the symptoms of hay fever often contain an antihistamine and a decongestant bundled into a single capsule. The capsule dissolves in the gastrointestinal (or GI) tract and the contents move through the intestinal walls and into the bloodstream at rates proportional to the amounts of each medication in the tract. The kidneys clear medications from the bloodstream at rates proportional to the amounts in the blood.

Here is a compartment diagram for this system:

![Compartment Diagram]

The symbols in this diagram have the following meanings:

$I(t)$: The rate at which the dissolving capsule releases a medication (for example, a decongestant) into the GI tract

$x(t)$: The amount of medication in the GI tract at time $t$

$ax(t)$: The clearance rate of the medication from the GI tract, which equals the entrance rate into the blood ($a$ is a positive rate constant)

$y(t)$: The amount of medication in the blood at time $t$

$by(t)$: The clearance rate of the medication from the blood ($b$ is a positive rate constant)
Applying the balance law to each compartment, we have a system of first-order linear ODEs:

\[ x' = I - ax \]
\[ y' = ax - by \]  

If we know \( I(t) \), the rate constants \( a \) and \( b \), and the initial amounts \( x(0) \) and \( y(0) \) of medication in the GI tract and the bloodstream, we can use ODE Architect to track the flow of the medication through the body. From a pharmacological point of view, the goal is to get the medication levels in the blood into the effective (but safe) zone as quickly as possible and then to keep them there until the patient recovers.

There are two kinds of medication-release mechanisms: continuous and on-off. In the first kind, the medication is released continuously at an approximately constant rate, so \( I(t) \) is a positive constant. In the on-off case, each capsule releases the medication at a constant rate over a brief span of time and then the process repeats when the next capsule is taken. In this case we model \( I(t) \) by a square wave:

\[ I(t) = A \text{SqWave}(t, T_{\text{per}}, T_{\text{on}}) \]

which has amplitude \( A \), period \( T_{\text{per}} \), and “on” time \( T_{\text{on}} \). For example, if the capsule releases 6 units of medication over a half hour and the dosage is one capsule every six hours, then

\[ I(t) = 12 \text{SqWave}(t, 6, 0.5) \]  

Note that \( A \cdot T_{\text{on}} = 12 \text{ (units/hr)} \times 0.5 \text{ (hr)} = 6 \text{ units.} \)

Compartment models described by equations such as (2) are called cascades. They can be solved explicitly, one equation at a time, by solving the first ODE, inserting the solution into the second ODE, solving it, and so on down the cascade. Although this approach theoretically yields explicit solution formulas, in practice the formulas farther along in the cascade of solutions get so complicated that they are difficult to interpret. That’s one reason why it pays to use a numerical solver, like the ODE Architect. Figure 8.2 shows how the amounts of decongestant in the body change when administered by the on-off method [equation (3)].

✓ By inspecting Figure 8.2 decide which of the clearance coefficients \( a \) or \( b \) in system (2) is larger.
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Lead in the Body

In ancient times lead was used to sweeten wine.

Lead gets into the digestive and respiratory systems of the body via contaminated food, air, and water, as well as lead-based paint, glaze, and crystalware. Lead moves into the bloodstream, which then distributes it to the tissues and bones. From those two body compartments it leaks back into the blood. Lead does the most damage to the brain and nervous system (treated here as tissues). Hair, nails, and perspiration help to clear lead from the tissues, and the kidneys clear lead from the blood. The rate at which lead leaves one compartment and enters another has been experimentally observed to be proportional to the amount that leaves the first compartment. Here is the compartment diagram that illustrates the flow of lead through the body.

In the diagram, $L$ is the inflow rate of lead into the bloodstream (from the lungs and GI tract); $x$, $y$, and $z$ are the respective amounts of lead in the blood, tissues, and bones; and $k_1, \ldots, k_6$ are experimentally determined positive rate constants. The amount of lead is measured in micrograms ($1 \text{ microgram} = 10^{-6} \text{ gram}$), and time ($t$) is measured in days.
System (4) is a driven linear system with constant coefficients, so eigenvalue/eigenvector techniques can be used to find solution formulas if $L$ is a constant (see Chapter 6).

Unlike the allergy relief system (2), system (4) is not a cascade. Lead moves back and forth between compartments, so the system cannot be solved one ODE at a time. ODE Architect can be used to find $x(t)$, $y(t)$, and $z(t)$ if $x(0)$, $y(0)$, $z(0)$, $L(t)$, and $k_1$, $\ldots$, $k_6$ are known.

If the goal is to reduce the amount of lead in the blood (and therefore in the tissues and bones), we can clean up the environment (which reduces the inflow rate) or administer a medication that increases the clearance coefficient $k_6$. However, such medication carries its own risks, so most efforts today are aimed at removing lead from the environment. A major step in this direction was made in the 1970’s and 80’s when oil companies stopped adding lead to gasoline and paint manufacturers began to use other spreading agents in place of lead. Figure 8.3 shows the effects of changing the lead intake rate $L$.

The Food and Drug Administration and the National Institutes of Health have led the fight against lead pollution in the environment. They base their efforts on data acquired from several controlled studies of lead flow, where the study groups were made up of human volunteers in urban areas. The numbers we use in Submodule 3 of Module 8 and in this chapter come from one of those studies. Some references on the lead problem are listed below.
Write down the systems of ODEs for the two compartment diagrams:

(a) \[
\begin{align*}
x' &= 1 - 2x \\
y' &= 2x - 3y
\end{align*}
\]

(b) \[
\begin{align*}
x' &= 1 - 2x \\
y' &= 2x - 3y
\end{align*}
\]
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Equilibrium

In many compartment models, if the inflow rates from outside the system are constant, then the substance levels in each compartment tend to an equilibrium value as time goes on. Mathematically, we can find the equilibrium values by setting each rate equal to zero and solving the resulting system of equations simultaneously. For example, the equilibrium for the system

\[
\begin{align*}
x' &= 1 - 2x \\
y' &= 2x - 3y
\end{align*}
\]

is \(x = 1/2, y = 1/3\), which is the solution to the algebraic system \(1 - 2x = 0\) and \(2x - 3y = 0\). If the system is complicated, you can use ODE Architect to find the equilibrium values. Just use the Equilibrium tabs in the lower left quadrant and in one of the right quadrants, and you will get approximate values for the equilibrium levels.

Go to Things-to-Think-About 2 on Screen 3.5 of Module 8 for the lead flow model with constant values for \(L\) and the coefficients \(k_j\). Use the Equilibrium tabs in the tool screen to estimate the equilibrium lead levels in the blood, tissues, and bones for the given data.

Suppose that \(x\) is a column vector with \(n\) entries, \(b\) is a column vector of \(n\) constants, and \(A\) is an \(n \times n\) invertible matrix of real constants. Can you explain why the linear system \(x' = Ax - b\) has a constant equilibrium \(x^*\)? Find a formula for \(x^*\) in terms of \(A^{-1}\) and \(b\).
The Autocatalator and a Hopf Bifurcation

So far all the compartments in our models have represented physical spaces through which substances move. However, there are other ways to think about compartments. For example, they can represent substances that transform into one another, such as uranium 238 and all of its seventeen radioactive decay products, ending with stable lead 206. Or think of a chemical reactor in which chemicals react with one another and produce other chemicals. The autocatalator is a mathematical model for one of these chemical reactions.

In an autocatalytic reaction, a chemical promotes its own production. For example, suppose that one unit of chemical $X$ reacts with two units of chemical $Y$ to produce three units of $Y$, a net gain of one unit of $Y$:

$$X + 2Y \xrightarrow{k} 3Y$$

where $k$ is a positive rate constant. This is an example of autocatalysis. We’ll come back to autocatalysis, but first we need to make a quick survey of how chemical reactions are modeled by ODEs.

Most chemical reactions are first-order in the sense that the rate of decay of each chemical in the reaction is directly proportional to its own concentration:

$$\frac{dz}{dt} = -kz$$  \hspace{1cm} (6)

where $z(t)$ is the concentration of chemical $Z$ at time $t$ in the reactor and $k$ is a positive rate constant.

While a first-order reaction is modeled by a linear ODE, such as (6), autocatalytic reactions are higher-order and the corresponding rate equations are nonlinear. In order to build models of higher-order chemical reactions, we will use a basic principle called the Chemical Law of Mass Action:

**The Chemical Law of Mass Action.** If molecules $X_1, \ldots, X_n$ react to produce molecules $Y_1, \ldots, Y_m$ in one step of the chemical reaction

$$X_1 + \cdots + X_n \xrightarrow{k} Y_1 + \cdots + Y_m$$

that occurs with rate constant $k$, then

$$x_i' = -kx_1x_2\cdots x_n, \quad 1 \leq i \leq n$$

$$y_j' = kx_1x_2\cdots x_n, \quad 1 \leq j \leq m$$

where $x_i$ and $y_j$ are, respectively, the concentrations of $X_i$ and $Y_j$. The chemical species $X_1, \ldots, X_n, Y_1, \ldots, Y_m$ need not be distinct from each other: more than one molecule of a given type may be involved in the reaction.
For example, the chemical law of mass action applied to the reaction

$$X + Y \xrightarrow{k} Z$$

gives

$$x' = -kxy, \quad y' = -kxy, \quad z' = kxy$$

where $k$ is a positive rate constant and $x$, $y$, $z$ denote the respective concentrations of the chemicals $X$, $Y$, $Z$ in the reactor. The autocatalytic reaction

$$X + 2Y \xrightarrow{k} 3Y$$

is modeled by

$$x' = -kxy^2$$
$$y' = -2kxy^2 + 3kxy^2 = kxy^2$$

because the rate of decrease of the reactant concentration $x$ is $kxy^2$ (think of $X + 2Y$ as $X + Y + Y$), the rate of decrease of the reactant concentration $y$ is $2kxy^2$ (because two units of $Y$ are involved), and the rate of increase in the product concentration $y$ is $3kxy^2$ (think of $3Y$ as $Y + Y + Y$).

✓ If you want to speed up the reaction should you increase the rate constant $k$, or lower it? Any guesses about what would happen if you heat up the reactor? Put the reactor on ice?

With this background, we can model a sequence of reactions that has been studied in recent years:

$$X_1 \xrightarrow{k_1} X_2, \quad X_2 \xrightarrow{k_2} X_3, \quad X_2 + 2X_3 \xrightarrow{k_3} 3X_3, \quad X_3 \xrightarrow{k_4} X_4$$

Note the nonlinear autocatalytic step in the midst of the first-order reactions. A compartment diagram for this reaction is

```
  x1    k1x1    k2x2    k3x2x3^2    k4x3
  \-----------\------------\------------\------------
  \       \             \           \           
  x2    k2x2    x3    k4x3
  \       \             \           \           
  \       \             \           \           
  x4
```

where $x_1$, $x_2$, $x_3$, and $x_4$ denote the respective concentrations of the chemicals $X_1$, $X_2$, $X_3$, and $X_4$. The corresponding ODEs are:

$$x'_1 = -k_1x_1$$
$$x'_2 = k_1x_1 - (k_2x_2 + k_3x_2x_3^2)$$
$$x'_3 = (k_2x_2 + k_3x_2x_3^2) - k_4x_3$$
$$x'_4 = k_4x_3$$

(7)

In a reaction like this, we call $X_1$ the reactant, $X_2$ and $X_3$ intermediates, and $X_4$ the final product of the reaction. For certain ranges of values for the rate constants $k_1$, $k_2$, $k_3$, $k_4$ and for the initial reactant concentration $x_1(0)$, the
intermediate concentrations $x_2(t)$ and $x_3(t)$ will suddenly begin to oscillate. These oscillations eventually stop and the intermediates decay into the final reaction product. See Figure 8.4.

The onset of these oscillations is a kind of a **Hopf bifurcation** for $x_2(t)$ and $x_3(t)$. In this context, if we keep the value of $x_1$ fixed at, say $x_1^*$, the rate term $k_1x_1^*$ in system (7) can be viewed as a parameter $c$. Then the middle two rate equations can be decoupled from the other two:

$$
x_2' = c - k_2x_2 - k_3x_2x_3^2
$$
$$
x_3' = k_2x_2 + k_3x_2x_3^2 - k_4x_3
$$

(8)

Now let’s fix $k_2$, $k_3$, and $k_4$ and use the parameter $c$ to turn the oscillations in $x_2(t)$ and $x_3(t)$ on and off. This is the setting for a **Hopf bifurcation**, so let’s take a detour and explain what that is.

As a parameter transits a bifurcation value the behavior of the state variables suddenly changes. A Hopf bifurcation is a particular example of this kind of behavioral change. Suppose that we have a system that involves a parameter $c$,

$$
x' = f(x, y, c)
$$
$$
y' = g(x, y, c)
$$

(9)

and that has an equilibrium point $P$ at $x = a, y = b$ [so that $f(a, b, c) = 0$ and $g(a, b, c) = 0$].
The Autocatalator and a Hopf Bifurcation

and \( g(a, b, c) = 0 \). Suppose that the matrix of partial derivatives

\[
J = \begin{bmatrix}
\frac{\partial f}{\partial x} & \frac{\partial f}{\partial y} \\
\frac{\partial g}{\partial x} & \frac{\partial g}{\partial y}
\end{bmatrix}_{x=a, y=b}
\]

has the complex conjugate eigenvalues \( \alpha(c) \pm i \beta(c) \). The Dutch mathematician Eberhard Hopf showed that if:

(a) the functions \( f \) and \( g \) are twice differentiable,
(b) \( P \) is a stable, attracting sink for some value \( c_0 \) of the parameter \( c \),
(c) \( \alpha(c_0) = 0 \),
(d) \( [d\alpha/dc]_{c=c_0} \neq 0 \),
(e) \( \beta(c_0) \neq 0 \),

then as the parameter \( c \) varies through the bifurcation value \( c_0 \), the attracting equilibrium point \( P \) destabilizes and an attracting limit cycle appears (i.e., an attracting periodic orbit in the \( xy \)-phase plane) that grows in amplitude as \( c \) changes beyond the value \( c_0 \).

It isn’t always a simple matter to check the conditions for a Hopf bifurcation (especially condition (b)). It is often easier just to apply the Architect to the system and watch what happens to solution curves and trajectories when a parameter is swept over a range of values. For instance, for system (8) with values \( k_2 = 0.08 \) and \( k_3 = k_4 = 1 \) for the rate constants, we can sweep the parameter \( c \) and observe the results. In particular, we want to find values of \( c \) for which an attracting limit cycle is either spawned by \( P \), or absorbed by \( P \). At or near the special \( c \) values we can use the Equilibrium feature of the ODE Architect tool to locate the equilibrium point, calculate the Jacobian matrix, and find its eigenvalues. We expect the eigenvalues to be complex conjugates and the real part to change sign at the bifurcation value of \( c \).

Figure 8.5 shows a sweep of twenty-one trajectories of system (8) with \( c \) sweeping down from 1.1 to 0.1 and the values of \( k_1, k_2, \) and \( k_3 \) as indicated in the figure. See also Problem 3, Exploration 8.4.

✓ (This is the first part of Problem 3 of Exploration 8.4.) Use ODE Architect to duplicate Figure 8.5. Animate (the right icon under Tools on the top menu bar) so that you can see how the trajectories change as \( c \) moves downward from 1.1. Then use the Explore feature to determine which values of \( c \) spawn or absorb a limit cycle. For what range of values of \( c \) does an attracting limit cycle exist?

This behavior of the system (8) carries over to the autocatalator system (7). Notice that the first equation in (7) is \( x'_1 = -k_1 x_1 \), which is easily solved to give \( x_1(t) = x_1(0)e^{-k_1 t} \). If \( k_1 \) is very small, say \( k_1 = 0.002 \), the exponential decay of \( x_1 \) is very slow, so that if \( x_1(0) = 500 \), the term \( k_1 x_1(t) \),
Figure 8.5: Twenty-one trajectories of system (8) for twenty-one values of \( c \); initial data is \( x_2(0) = x_3(0) = 0 \), time interval is 100 with 1000 points.

though not constant, has values between 1 and 0.01 for a long time interval. The behavior of the autocatalator will be similar to that of system (8).

The section “Bifurcations to a Limit Cycle” in Chapter 7 gives another instance of a Hopf bifurcation. For more on bifurcations, see the references.
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Exploration 8.1. Tracking Pollution in a Lake

1. Suppose that the water flow rates into and out of a lake are $s_{\text{in}} = s_{\text{out}} = 10^9 \text{ m}^3/\text{yr}$. The (constant) lake volume is $V = 10^{10} \text{ m}^3$, and the concentration of pollutant in the water flowing into the lake is $p_{\text{in}} = 0.0003 \text{ lb/m}^3$. Solve the IVP with $L(0) = 0$ (no initial pollution) and describe in words how pollution builds up in the lake. Estimate the steady-state amount of pollution, and estimate the amount of time for the pollution level to increase to half of the asymptotic level.

2. Suppose that the lake in Problem 1 reaches its steady-state level of pollution, and then the source of pollution is removed. Build a new IVP for this situation, and estimate how much time it will take for the lake to clear out 50% of the pollution. How does this time compare to the time you estimated in Problem 1 for the build-up of pollutant?
3. What would be more effective in controlling pollution in the lake: (i) reducing the concentration of pollutant in the inflow stream by 50%, (ii) reducing the rate of flow of polluted water into the lake by 50%, or (iii) increasing the outflow rate from the lake by 50%?
Exploration 8.2. What Happens When You Take a Medication?

1. Go to the Library in ODE Architect and check out the file “Cold Pills I: A Model for the Flow of a Single Dose of Medication in the Body” in the folder “Biological Models.” This model tracks a unit dose of medication as it moves from the GI tract into the blood and is then cleared from the blood. Read the file and carry out the explorations suggested there. Record your results below.

2. Go to the Library in ODE Architect and check out “Cold Pills II: A Model for the Flow of Medication with Periodic Dosage” in the folder “Biological Models.” Carry out the suggested explorations.
3. Suppose you take a decongestant pill every four hours to relieve the symptoms of a cold. Each pill dissolves slowly and completely over the four-hour period between doses, releasing 16 units of decongestant at a constant rate. The decongestant diffuses from the GI tract into the bloodstream at a rate proportional to the amount in the GI tract (rate constant is \( a = 0.5/\text{hr} \)) and is cleared from the bloodstream at a rate proportional to the amount in the blood (rate constant is \( b = 0.1/\text{hr} \)). Assume that initially there is no decongestant in the body. Write a report in which you address the following points. Be sure to attach graphs.

(a) Write out ODEs for the amounts \( x(t) \) and \( y(t) \) in the GI tract and the blood, respectively, at time \( t \).

(b) Find explicit formulas for \( x(t) \) and \( y(t) \) in terms of \( x(0) \) and \( y(0) \).

(c) Use ODE Architect to plot \( x(t) \) and \( y(t) \) for \( 0 \leq t \leq 100 \text{ hr} \). What are the equilibrium levels of decongestant in the GI tract and in the blood (assuming that you continue to follow the same dosage regimen)?

(d) Graph \( x(t) \) and \( y(t) \) as given by the formulas you found in part (b) and overlay these graphs on those produced by ODE Architect. What are the differences?

(e) Imagine that you are an experimental pharmacologist for Get Well Pharmaceuticals. Set lower and upper bounds for decongestant in the bloodstream, bounds that will assure both effectiveness and safety. How long does it take from the time a patient starts taking the medication before the decongestant is effective? How long if you double the initial dosage (the “loading dose”)? How about a triple loading dose?

(f) For the old or the chronically ill, the clearance rate constant from the blood may be much lower than the average rate for a random sample of people (because the kidneys don’t function as well). Explore this situation and make a recommendation about lowering the dosage.

4. Repeat all of Problem 3 but assume the capsule is rapidly dissolving: it delivers the decongestant at a constant rate to the GI tract in just half an hour, then the dosage is repeated four hours later.
Exploration 8.3. Get the Lead Out

1. Check out the ODE Architect Library file “A Model for Lead in the Body” in the “Biological Models” folder and carry out the explorations suggested there. (The notation for the rate constants in the library file differs from the notation used in this chapter.)

2. Use the following rate constants: \( k_1 = 0.0039, \ k_2 = 0.0111, \ k_3 = 0.0124, \ k_4 = 0.0162, \ k_5 = 0.000035, \ k_6 = 0.0211, \) and put \( L = 49.3 \text{ } \mu g/\text{day} \) in the lead system \((4)\). These values were derived directly from experiments with volunteer human subjects living in Los Angeles in the early 1970’s. Using the data for the lead flow model, describe what happens if the lead inflow rate \( L \) is doubled, halved, or multiplied by a constant \( \alpha \). Illustrate your conclusions by using the ODE Architect to graph the lead levels in each of the three body compartments as functions of \( t \). Do the long-term lead levels (i.e., the equilibrium levels) depend on the initial values? On \( L \)? Find the equilibrium levels for each of your values of \( L \) using ODE Architect. Find the eigenvalues of the Jacobian matrix for each of your values of \( L \). With the names given in Chapter 6 to equilibrium points in mind, would you call the equilibrium lead levels sinks or sources? Nodes, spirals, centers, or saddles?
3. The bones act as a lead storage system, as you can see from the graphs in Submodule 3 of Module 8. What happens if the exit rate constant \( k_4 \) from the bones back into the blood is increased from 0.000035 to 0.00035? To 0.0035? Why might an increase in \( k_4 \) be harmful? See Problem 2 for the values of \( L \) and the rate constants \( k_i \).

4. The medication now in use for acute lead poisoning works by improving the efficiency of the kidneys in clearing lead from the blood (i.e., it increases the value of the rate constant \( k_6 \)). What if a medication were developed that increased the clearance coefficient \( k_3 \) from the tissues? Explore this possibility. See Problem 2 for the values of \( L \) and the rate constants \( k_i \).

5. In the 1970’s and 80’s, special efforts were made to decrease the amount of lead in the environment because of newly enacted laws. Do you think this was a good decision, or do you think it would have been better to direct the efforts toward the development of a better antilead medication for cases of lead poisoning? Why? What factors are involved in making such a decision?
Answer questions in the space provided, or on attached sheets with carefully labeled graphs. A notepad report using the Architect is OK, too.

Name/Date

Course/Section

---

Exploration 8.4. Chemical Reactions: the Autocatalator

1. Check out “The Autocatalator Reaction” in the “Chemical Models” folder in the ODE Architect Library and graph the concentrations suggested. Describe how the concentrations of the various chemical species change in time.

2. Here are schematics for chemical reactions. Draw a compartment diagram for each reaction. Then write out the corresponding sets of ODEs for the individual chemical concentrations. [Use lower case letters for the concentrations (e.g., \(x(t)\) for the concentration of chemical \(X\) at time \(t\)].

(a) \(X + Y \rightarrow_{k} Z\)

(b) \(X + Y \rightarrow_{k_1} Z \rightarrow_{k_2} W\)

(c) \(X + 2Y \rightarrow_{k} Z\)

(d) \(X + 2Y \rightarrow_{k} 3Y + Z\)
3. Explore the behavior of \( x_2(t) \) and \( x_3(t) \) as governed by system (8). Start with \( c = 1.1, \ k_2 = 0.08, \ k_3 = k_4 = 1, \) and \( x(0) = y(0) = 0. \) Then sweep \( c \) from 1.1 down to 0.1 and describe what happens to orbits in the \( x_2x_3 \)-plane. Find the range of values of \( c \) between 1.1 and 0.1 for which attracting limit cycles are visible. These are Hopf cycles. Fix \( c \) at a value that you think is interesting and sweep one of the parameters \( k_2, k_3, \) or \( k_4. \) Describe what you observe. [Suggestion: Take a look at Figure 8.5, and use the Animate feature of ODE Architect to scroll through the sweep trajectories. Then use the Explore option to get a data table with information about any of the trajectories you have selected.]

4. Look at the autocatalator system (7) with \( x_1(0) = 500, \ x_2(0) = x_3(0) = x_4(0) = 0 \) and \( k_1 = 0.002, \ k_2 = 0.08, \ k_3 = k_4 = 1. \) Graph \( x_2(t) \) and \( x_3(t) \) over various time ranges and estimate the times when sustained oscillations begin and when they finally stop. What are the time intervals between successive maxima of the oscillations in \( x_2? \) Plot a 3D \( tx_2x_3 \)-graph over various time intervals ranging from \( t = 100 \) to \( t = 1000. \) Describe what you see. [Suggestion: Look at the chapter cover figure and Figure 8.4.]

Now sweep the values of \( x_1(0) \) downward from 500. What is the minimal value that generates sustained oscillations? Then fix \( x_1(0) \) at 500 and try to turn the oscillations off by changing one or more of the rate constants \( k_1, k_2, k_3, k_4—\)this corresponds to heating or chilling the reactor. Describe your results.
**Overview**

Population biology is the study of how communities of organisms change. The structure of a population can be quite intricate, such as species interactions in a tropical rain forest. Other communities may involve only a few species and are simpler to describe. There are many aspects of population biology, including ecology, demography, population genetics, and epidemiology. In each of these areas, mathematics plays an important role in modeling how populations change in time and how the interaction between the environment and the community affects that change. We’ll explore mathematical models in ecology and epidemiology.

**Key words**

Logistic model; growth rate; carrying capacity; equilibrium; steady state; competition; coexistence; exclusion; predator-prey; epidemiology; harvesting

**See also**

Chapter 1 for more on the logistic equation, Chapter 7 for predator-prey models, and Chapter 8 for chemical mass action, Library folder “Population Models.”
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Chapter 9  

◆ Modeling Population Growth

The increasing awareness of environmental issues is an important development in modern society. This awareness ranges from concern about conserving important natural resources to concern about habitat destruction and the endangerment of species. Human population pressures are ever-increasing, and this growth has led to intense exploitation of the environment. To reduce the negative effects of this exploitation, scientists are seeking to understand the ecology and biology of natural populations. This understanding can be used to design management strategies and environmental policies.

The simplest ecological models describe the growth of a single species living in an environment or habitat. Characteristics of the habitat—moisture, temperature, availability of food—will affect how well the species survives and reproduces. Intrinsic biological characteristics of the species, such as the basic reproductive rate, also affect the growth of the species. However, a mathematical model that incorporates all possible effects on the growth of the population would be complicated and difficult to interpret.

✓ “Check” your understanding by answering this question: What are some other characteristics of a species and its environment that can affect the productivity of the species?

The most common procedure for modeling population growth is first to build elementary models with only a few biological or environmental features. Once the simple models are understood, more complicated models can be developed. In the next section we’ll start with the logistic model for the growth of a single species—a model that is both simple and fundamental.

◆ The Logistic Model

The ecological situation that we want to model is that of a single species growing in an environment with limited resources. Examples of this situation abound in nature: the fish population of a mountain lake (the limited resource is food), a population of ferns on a forest floor (the limited resource is light), or the lichen population on a field of arctic rocks (the limited resource is space). We won’t attempt to describe the biology or ecology of our population in detail: we want to keep the mathematical model simple. Instead, we’ll summarize a number of such effects using two parameters. The first parameter is called the intrinsic growth rate of the population. It is often symbolized using the letter \( r \), and it represents the average number of offspring, per unit time, that each individual contributes to the growth of the population. The second parameter is called the carrying capacity of the environment. Symbolized by \( K \), the carrying capacity is the largest number of individuals that the environment can support in a steady state. If there are more individuals in the population than the carrying capacity, the population declines because there
are too few resources to support them. When there are fewer individuals than $K$, the environment has not been overexploited and the population grows.

Our mathematical model must capture these essential characteristics of the population’s growth pattern. To begin, we define a variable that represents the size of the population as a function of time; call this size $N(t)$ at time $t$. Next, we specify how the size $N(t)$ changes in time. Creating a specific rule for the rate of change of population size is the first step in building a mathematical model. In general, a model for changing population size has the form

$$\frac{dN}{dt} = f(t, N), \quad N(0) = N_0$$

for some function $f$ and initial population $N_0$. Once the details of $f$ are given, based on the biological and ecological assumptions, we have a concrete mathematical model for the growth of the population.

To complete our description of the logistic model, we need to find a reasonable function $f$ that captures the essential properties described above. We are looking for a simple function that gives rise to

- population growth when the population is below the carrying capacity (that is, $N'(t) > 0$ if $N(t) < K$);
- population decline if the population exceeds the carrying capacity (that is, $N'(t) < 0$ if $N(t) > K$).

One such function is $f(t, N) = rN(1 - N/K)$. The logistic model is the IVP

$$\frac{dN}{dt} = rN \left(1 - \frac{N}{K}\right), \quad N(0) = N_0$$

where $r$, $K$ and $N_0$ are positive constants. Figure 9.1 shows some typical solution curves.

![Figure 9.1: Some solution curves for the logistic equation.](image-url)
Let’s observe a few important features of our model. First, the algebraic sign of \( N'(t) \) follows the desired relationship to the population size \( N \). Second, if either \( N = 0 \) or \( N = K \), there is no change in the population size: \( N'(t) = 0 \). Thus, \( N = 0 \) and \( N = K \) are equilibria or steady states. The first steady state corresponds to the extinction of the species in its environment, and the second corresponds to a population in perfect balance, living at the carrying capacity of the habitat.

Notice the effect of the parameters \( r \) and \( K \). As the carrying capacity \( K \) increases, the environment supports more individuals at equilibrium. As the growth rate \( r \) increases, the population attains its steady state in a faster time. An important part of understanding a mathematical model is to discover how changing the parameters affects the behavior of the system that is being modeled. This knowledge can lead to predictions about the system, and to a much deeper understanding of population processes. In Exploration 9.1 you will study the logistic model and variations of it. See also Chapter 1.

Do you think the intrinsic annual growth rate \( r \) of the earth’s human population is closer to 0.01, 0.03, or 0.05? It’s anyone’s guess as to the carrying capacity. What is your estimate, given that the current population is about 6 billion?

**Two-Species Population Models**

The logistic model applies to a single species. Most habitats support a variety of species; interactions can be both intraspecific (between individuals of the same species) or interspecific (between individuals of different species). These interactions can take many forms. For example, competition between individuals of the same species for food resources, nesting sites, mates, and so on, are intraspecific interactions that lead to regulated population growth. Important interspecific interactions include predation, competition for food or other resources, and symbiotic relationships that are mutually beneficial. Such interactions can be very complex and can involve a large number of species. Again, the first step in modeling complicated ecologies is to build and analyze simple models. We’ll present two such models here (involving only two species) and consider others in the explorations.

Can you think of a mutually beneficial interaction between humans and another species?
As we noted, an important interaction between species is that of predator and prey. Such interactions are very common: animals must eat to thrive, and for every eater there is the eaten! Spiders prey on flies, cows prey on grass, mosquitoes prey on humans, and humans prey on shiitake mushrooms, truffles, salmon, redwood trees, and just about everything else. We’ll now build a simple model to describe such interactions.

Consider two species, the prey species ($H$, because they’re “harvested” or “hunted”) and the predator species ($P$), but for the moment, imagine that they don’t interact. In the absence of the predator, we assume that the prey grows according to the logistic law, with carrying capacity $K$ and intrinsic growth rate $a > 0$. The model for the prey under these conditions is

$$H' = aH \left(1 - \frac{H}{K}\right)$$

Now suppose that in the absence of its food source (the prey), the predator dies out; the model for the predator is

$$P' = -bP$$

where $b > 0$. If this situation persists, the prey will grow to fill the habitat and the predator will become extinct.

Now suppose that the predator does feed upon the prey, and that each predator consumes, on the average, a fraction $c$ of the prey population, per unit time. The growth rate of the prey will then be decreased (since they’re being eaten) by the amount $cHP$. The predators benefit from having consumed the prey, so their growth rate will increase. But because a given predator may have to consume a lot of prey to survive, not all prey produce new predators in a one-for-one way. Therefore the increase in the growth rate of the predators in this case is $dHP$, where $d$ is a constant which may be different than $c$. Putting this all together, we obtain our model for the predator-prey system:

$$\frac{dH}{dt} = aH \left(1 - \frac{H}{K}\right) - cHP$$

$$\frac{dP}{dt} = -bP + dHP \tag{1}$$

Analyzing this model gives insight into a number of important ecological issues, such as the nature of coexistence of predator and prey, and the understanding of population cycles. Figure 9.2 on the next page shows a phase plot for the predator-prey system described by ODE (1). Exploration 9.3 examines this predator-prey model.

✓ What is the long-term future of the prey species in Figure 9.2? The predator species?
Another common interaction between species is competition. Species can compete for space, food, light, or for other resources. In the absence of its competitor, each species grows logistically to its carrying capacity. However, the presence of the competitor changes the situation, and the growth rate of each species is diminished by the presence of the other. Let $N_1$ and $N_2$ represent the numbers of the two species. We model the competition between these species with the following equations:

$$\frac{dN_1}{dt} = r_1 N_1 \left( 1 - \frac{N_1}{K_1} - \alpha_{12} N_2 \right)$$
$$\frac{dN_2}{dt} = r_2 N_2 \left( 1 - \frac{N_2}{K_2} - \alpha_{21} N_1 \right)$$

(2)

The parameter $\alpha_{12}$ measures the effect of Species 2 on Species 1, and $\alpha_{21}$ measures the effect of Species 1 on Species 2. If $\alpha_{12} > \alpha_{21}$, then Species 2 dominates Species 1, because Species 2 reduces the growth rate of Species 1 more per capita than the reverse. The analysis of this model gives insight into how species maintain their diversity in the ecology (coexistence) or how such diversity might be lost (competitive exclusion). A phase plot for the competitive system is shown in Figure 9.3. Exploration 9.4 examines a related model for so-called mutualistic interactions.

Could the competition be so fierce that both species become extinct?

Does Figure 9.3 show coexistence or competitive exclusion?
An important use of mathematical models is to describe how infectious diseases spread through populations. This field is called epidemiology. Quantitative models can predict the time course of a disease or the effectiveness of control strategies, such as immunization. Again, the development proceeds from the simplest model to more complex ones.

The most elementary model for an epidemic is the so-called SIR model (presented in Module 9): Consider a population of individuals divided into three groups—those susceptible ($S$) to a certain disease, those infected ($I$) with the disease, and those who have recovered ($R$) and are immune to reinfection, or who otherwise leave the population. The SIR model describes how the proportions of these groups change in time.

The susceptible population changes size as individuals become infected. Let’s think of this process as “converting” susceptibles to infecteds. If we assume that each infected individual can infect a proportion $a$ of the susceptible population per unit time, we obtain the rate equation

$$\frac{dS}{dt} = -aSI$$  \hspace{1cm} (3)

The infected population is increased by conversion of susceptibles and is decreased when infected individuals recover. If $b$ represents the proportion of infecteds that recover per unit time, then the rate of change of the infected population satisfies

$$\frac{dI}{dt} = aSI - bI$$  \hspace{1cm} (4)
Lastly, as infecteds recover they augment the recovered population, so that

\[ \frac{dR}{dt} = bI \]  

(5)

The ODEs (3)–(5) together with the initial values \( S(0), I(0), \) and \( R(0) \) define the SIR model. A component plot of \( S, I, R, \) and \( N = S + I + R \) appears in Figure 9.4.

✓ Can you explain why \( N(t) \) stays constant as time changes?

We can learn many important things from this model about the spread of diseases. For example, analysis of the model can reveal how the rate of spread of the disease through the population is related to the infectiousness of the disease. Our common experience suggests that not all diseases become epidemic: sometimes a few people are afflicted and the disease dies out. Analysis of the SIR model can also give insight into the conditions under which a disease will become epidemic. This is an important phenomenon! These and other matters will be examined in Exploration 9.5.

✓ What factors can you think of that might influence the spread of a disease in a human population?
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Exploration 9.1. The Logistic Model

In this exploration you will consider a population that grows according to the logistic law: \( N' = rN(1 - N/K) \), where \( r \) is the intrinsic growth rate and \( K \) is the carrying capacity of the environment.

1. Open the ODE Architect Library. In the folder “Population Models,” open the file “Logistic Model of Population Growth.” The logistic equation will be automatically entered into the Architect. The graphs show several solution curves. Set the initial condition for the population size to \( N_0 = 25 \) and set \( K = 100 \). Plot eight solutions by sweeping the growth rate constant from \( r = -0.5 \) to \( r = 2 \); print your graph. Describe the effect of \( r \) on the solutions of the logistic equation. Your description should address the following questions: How does the growth rate constant affect the long-term behavior of the population? How does the rate constant affect the dynamics of the system?

2. Set the IC to \( N_0 = 25 \) and \( r = 1.2 \). Plot eight solution curves by sweeping the carrying capacity \( K \) from 70 to 150; print your graph. Describe the effect of the parameter \( K \) on the solutions of the logistic equation. Your description should address the following questions: How does the carrying capacity affect the long-term behavior of the population? How does the carrying capacity affect the dynamics of the system?
3. Study the graphs that you produced for Problems 1 and 2. Notice that sometimes the rate of change of population size is increasing (i.e., $N'(t)$ is increasing and the graph of $N(t)$ is concave up) and sometimes it is decreasing ($N'(t)$ is decreasing and the graph of $N(t)$ is concave down). By analyzing your graphs, try to predict a relationship between $r$, $K$, and $N$ that distinguishes between these two situations. Use ODE Architect to test your prediction by graphing more solution curves. Lastly, try to confirm your prediction by exact analysis of $N''$ using the logistic ODE.
Exploration 9.2. Harvesting a Natural Resource

Human societies use resources from their environments. We harvest animals and plants for food, construction, fuel, and many other uses. The harvesting of a biological resource must be done carefully, because overexploitation of the population can cause severe harm, or even extinction, to the resource. As a society we have become much more sensitive about the need to balance the benefits of resource consumption against the impact of that consumption on the exploited populations and their environment.

Resource management is an important tool for minimizing the negative effects of harvesting. Mathematical models are tools for understanding the impact of harvesting on a population, so that we can then design management policies, such as quotas on the annual harvest.

In this exploration, you will analyze a simple model for harvesting a single species. To be specific, suppose that the habitat is a forest and the resource is a species of pine tree. The number of trees grows logistically with an intrinsic growth rate $r$, and the forest will support at most $K$ trees (measured in millions of board feet). You are a consulting ecologist, asked to model the effect of a lumber company's harvesting strategy on the pine forest. The company harvests the trees proportionally: in a unit of time (a year, for example), the company removes a fixed fraction $h$ of the trees. Harvesting reduces the net rate of growth of the forest; this leads you to propose the following model for the effect of harvesting:

$$N' = rN\left(1 - \frac{N}{K}\right) - hN, \quad N(0) = N_0 \quad (6)$$

The last term, $-hN$, is the harvesting term. Notice that when $h = 0$ (i.e., no trees are harvested), the model reduces to the logistic equation.

1. Open ODE Architect and enter the ODE for the harvesting model given by equation (6). Set the growth rate to $r = 0.1$ year$^{-1}$, the carrying capacity to $K = 1000$ million board feet, and the population size IC to $N_0 = 100$ at $t = 0$. Describe the growth of the forest when there is no harvesting ($h = 0$). You'll have to choose a good time interval to best display your results.
2. Keep $r$ and $K$ fixed and plot solution curves for various (positive) values of the harvesting coefficient $h$. You can do this exploration most efficiently by sweeping the parameter $h$. After you have studied a variety of harvest rates, explain how harvesting affects the pine population. Your explanation should address the following questions: How does the growth of the pine population with harvesting compare to its growth without harvesting? What is the long-term effect of harvesting? How are the time dynamics of the forest growth affected by harvesting?

3. The annual yield $Y$ of the harvest is the amount of lumber removed per year. This is just $Y = hN$ when there are $N$ units of lumber in the forest. The yield will vary through time as the amount of lumber (trees) in the forest varies in time. If the harvest rate is too high, the long-term yield will tend to zero ($Y \to 0$) and the forest will become overexploited. If the harvest rate is very low, the yield will also be very low. As the consultant to the company, you are asked: What should the harvest rate be to give the largest sustainable yield of lumber? That is to say, what optimal harvest rate will maximize $\lim_{t \to \infty} Y(t)$? Attack the problem graphically using ODE Architect to plot graphs of the yield function for various values of $h$. Assume that $r = 0.1$, $K = 1000$, and $N_0 = 100$. If you can, provide an analytic solution to the question, and check your results using the Architect. Suppose that the company follows your recommendation and harvests pine at the optimal rate. When the size of the forest reaches equilibrium, how much lumber (trees) will there be, and how does this amount compare to the size of the forest without harvesting?
Exploration 9.3. Predator and Prey

Predator-prey interactions are very common in natural populations. These interactions can be modeled by a system of nonlinear equations:

\[ H' = aH \left(1 - \frac{H}{K}\right) - cHP, \quad P' = -bP + dHP \]

where \( H \) and \( P \) are the prey and predator population sizes, respectively.

1. Give a biological interpretation of the parameters \( a, b, c, d, K \) of the predator-prey model.

2. Open ODE Architect and enter the modeling equations for the predator-prey system above. Assign the following values to the parameters: \( a = 1.0, \quad b = 0.25, \quad c = 1.0, \quad d = 0.15, \quad K = 100 \). After you have entered the equations and parameters, set the solve interval to 60, and the number of points plotted to 500. Solve the system forward in time using the initial conditions \( H(0) = 1, \quad P(0) = 1 \). Plot graphs of the orbits in the \( HP \)-phase plane, and plot the individual component graphs for predator and prey. Experiment with other initial conditions. Describe the nature of the solutions and locate all equilibrium solutions.
3. Fix \( a = 1.0, \ b = 0.25, \ c = 1.0, \) and \( d = 0.15 \) as in Problem 2. Plot several solutions from the fixed initial conditions \( H(0) = 1, \ P(0) = 1, \) for varying values of \( K. \) For example, let \( K \) range over several values between 100 to 10,000. How does changing the carrying capacity of the prey affect the behavior of the system? Make a conjecture about the limiting behavior of the system as \( K \to \infty. \)

4. Test the conjecture that you made in Problem 3 in two steps:

   (a) Take the limit as \( K \to \infty \) in the predator-prey equations and obtain a new system of equations that describes a predator-prey system where there is no resource limitation for the prey.

   (b) Explore this system using ODE Architect; this new system is often called the Lotka–Volterra model. Plot several orbits using markers that are equally spaced in time. Do the cycles have a common period? How do the time markers help you answer that question? Compare your graphs with the chapter cover figure. Also plot graphs of \( H \) against \( t \) and \( P \) against \( t \) for various values of \( H(0) \) and \( P(0). \) What do these graphs tell you about the periods?

How does the behavior of the Lotka–Volterra model differ from the model you explored in Problems 1–3?
**Exploration 9.4. Mutualism: Symbiotic Species Interactions**

For both predator-prey and species competition, the growth rate of at least one of the species is reduced by the interaction. Though eating the prey helps the predator, it certainly harms the prey; for competitors the reduction in growth rate is reciprocal. Not all species interactions must be negative: there are many examples where the species cooperate or otherwise mutually enhance their respective growth rates. A famous example is the yucca plant–yucca moth system: the yucca plant can be pollinated only by the yucca moth, and the yucca moth is adapted to eat nectar only from the yucca plant. Each species benefits the other, and their interaction is positive for both. Such interactions are called mutualistic or symbiotic by ecologists. In this exploration we will present and analyze a simple model for mutualism.

Our model will be very similar to the competition model studied in Module 9. To obtain a model for mutualism, we just change the signs of the interaction terms so that they are always positive: each species enhances the growth rate of the other. We then obtain the following equations:

\[
\frac{dN_1}{dt} = N_1 \left( r_1 - e_1 N_1 + \alpha_{12} N_2 \right), \quad \frac{dN_2}{dt} = N_2 \left( r_2 - e_2 N_2 + \alpha_{21} N_1 \right)
\]  

(7)

The parameters \( r_1, r_2, \alpha_{12}, \) and \( \alpha_{21} \) retain their meanings from ODE (2) in the competition model. However, the interaction terms \( \alpha_{12} N_1 N_2 \) and \( \alpha_{21} N_1 N_2 \) have positive sign and thus enhance the respective growth rates.

Notice that in the absence of interaction, the carrying capacities of the two species are \( K_1 = r_1 / e_1 \) and \( K_2 = r_2 / e_2 \) in this version of the model.

1. Open the ODE Architect Library, go to the “Population Models” folder, and open the file “Mutualism: Symbiotic Interactions.” This file loads the equations that model a mutualistic interaction. Fix \( r_1 = 1, \ r_2 = 0.5, \ e_1 = 1, \ e_2 = 0.75 \). Vary the values of each of the interaction coefficients from 0 to 2. For each combination of values for \( \alpha_{12} \) and \( \alpha_{21} \) that you try, draw a phase portrait of the system (7) in the first quadrant. Describe every possible kind of behavior of the system; try enough combinations of the parameters to feel confident that you have covered all the possibilities. Answer the following questions: Is species coexistence possible? Can competitive exclusion occur? Will the populations of both species remain bounded as time increases?
2. Using pencil and paper, deduce the conditions under which a two-species equilibrium will be present. Check your conditions using the Architect to solve the model. When a two-species equilibrium is present, does it necessarily have to be stable? Compare two-species equilibria to single-species equilibria (the carrying capacities): does mutualism increase or decrease the abundance of the species at equilibrium?

3. Do you think that a mutualistic interaction is always beneficial to an ecosystem? Under what conditions might it be deleterious? Compare the behavior of mutually interacting species to that of competing species. How are the two behaviors similar? How are they different?
Exploration 9.5. Analyzing the SIR model for an Epidemic

We will now explore the SIR model for the spread of an epidemic. Recall the ODEs for this model: \( S' = -aSI \), \( I' = aSI - bI \), \( R' = bI \). The parameter \( a > 0 \) is the infection rate constant and \( b > 0 \) is the removal (recovery) rate constant of infecteds. Notice that \( S' + I' + R' = 0 \), i.e., the total number of individuals \( N \) is constant and equals \( S(0) + I(0) + R(0) \). The ODE Architect Library has an equation file for the SIR model in the “Population Models” folder. In this file you will find values of \( a \), \( b \), and \( N \) that correspond to an actual epidemic.

1. Set the IC to \( I(0) = 20 \) and \( R(0) = 0 \). Set the solve interval to 24 time units, and make ten plots by sweeping the initial number of susceptibles from \( S(0) = 100 \) to \( S(0) = 500 \). Now examine the graph panel for \( I \) vs. \( t \). Which of the curves corresponds to \( S(0) = 100 \) and which to \( S(0) = 500 \)? By definition, an epidemic occurs if \( I(t) \) increases from its initial value \( I(0) \). For which of the curves that you plotted did an epidemic occur?

2. The behavior that you studied in Problem 1 is called a threshold effect. If the initial number of susceptible individuals is below a threshold value, there will be no epidemic. If the number of susceptibles exceeds this value, there will be an epidemic. Use ODE Architect to empirically determine the threshold value for \( S(0) \); use the values of \( a \) and \( b \) in the Library file. Now analyze the equation for \( dI/dt \) and determine a sufficient condition for \( I(t) \) to initially increase. Interpret your answer as a threshold effect. Use the values of the infection and removal rates that appear in the Library file to compare your analytic calculation of the threshold with that obtained from your empirical study.
3. Clear your previous results from the Architect but keep the same values for $a$ and $b$. Set the initial conditions for $I$, $R$, and $S$ to 10, 0, and 200, respectively. Solve the equations for a time interval of 24 units. Notice from the plot of $I(t)$ that the number of infecteds steadily diminishes from 10 to nearly zero. Also notice that over this same period of time, the number of susceptibles declines by almost 50, and the number of recovered individuals increases from zero to nearly 50. Explain this seemingly contradictory observation.

4. A disease is said to be endemic in a population if at equilibrium the number of infecteds is positive. Is it possible in the SIR model for the disease to be endemic at equilibrium? In other words, can $\lim_{t \to \infty} I(t) > 0$? Explain your answer.
Overview

The whole range of fixed-length pendulum models—linear, nonlinear, damped, and forced—are presented in this chapter, and their behaviors are compared using insights provided by integrals. After discussing fixed-length pendulum ODEs, the effects of damping, and separatrices, we turn to a variable-length model. A child pumping a swing alters the length of its associated pendulum as the swing moves. We present a nontraditional autonomous model and show that phase-plane analysis leads to a successful description of the effects of the pumping action. Finding geodesics (the paths of minimum length between points) on a torus leads to an ODE with a resemblance to the pendulum ODE.
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See also

Chapter 4 for a spring-mass system which has the same ODE as the linear pendulum; Chapter 11 for a study of damping effects in the Robot and Egg submodule, and a lengthening pendulum in Exploration 11.4; Chapters 6 and 7 for separatrices and integrals of motion; and Chapter 12 for elaboration on the forced, damped pendulum resulting in chaos (and control).
Let’s find the ODE that models the motion of a pendulum. For a pendulum bob of mass \( m \) at the end of a rod of negligible weight and fixed length \( L \) at an angle \( \theta \) to the vertical, Newton’s second law gives

\[
\text{mass} \cdot \text{acceleration} = \text{sum of forces acting on the bob}
\]

The bob moves along an arc of a circle of radius \( L \). The tangential component of the bob’s velocity and acceleration at time \( t \) are given by \( L\theta'(t) \) and \( L\theta''(t) \), respectively. The tangential component, \( -mg \sin \theta \), of the gravitational force acts to restore the pendulum to its downward equilibrium. The viscous damping force, \( -bL\theta' \), is proportional to the velocity and acts in a direction tangential to the motion, but oppositely directed. Other forces such as repeated pushes on the bob may also have components \( F(t) \) in the tangential direction.

Equating the product of the mass and the tangential acceleration to the sum of the tangential forces, we obtain the pendulum ODE

\[
ML\theta'' = -mg \sin \theta - bL\theta' + F(t) \quad (1)
\]

The equivalent pendulum system is

\[
\begin{align*}
\theta' &= y \\
y' &= -\frac{g}{L} \sin \theta - \frac{b}{m} y + \frac{1}{mL} F(t)
\end{align*}
\]

The angle \( \theta \) is positive if measured counterclockwise from the downward vertical, and is negative otherwise; \( \theta \) is measured in radians (1 radian is \( \frac{360}{2\pi} \) or about 57°). We allow \( \theta \) to increase or decrease without bound because we want to keep track of the number of times that the pendulum swings over the pivot, and in which direction. For example, if \( \theta = -5 \) radians then the pendulum has swung clockwise (the minus sign) once over the top from \( \theta = 0 \) because the angle \( -5 \) is between \( -\pi \) (at the top clockwise from 0) and \( -3\pi \) (reaching the top a second time going clockwise).

We will work with the \textit{undriven} pendulum ODE \( (F = 0) \) in this chapter. Since \( \sin \theta \approx \theta \) if \( |\theta| \) is small, we will on occasion replace \( \sin \theta \) by \( \theta \) to obtain a linear ODE. We treat both undamped \( (b = 0) \) and damped \( (b > 0) \) pendulum ODEs:

\[
\begin{align*}
\theta'' + \frac{g}{L} \theta &= 0 \quad \text{(undamped, linear)} \quad (3a) \\
\theta'' + \frac{b}{m} \theta' + \frac{g}{L} \theta &= 0 \quad \text{(damped, linear)} \quad (3b) \\
\theta'' + \frac{g}{L} \sin \theta &= 0 \quad \text{(undamped, nonlinear)} \quad (3c) \\
\theta'' + \frac{b}{m} \theta' + \frac{g}{L} \sin \theta &= 0 \quad \text{(damped, nonlinear)} \quad (3d) \\
\theta'' + \frac{b}{m} \theta' + \frac{g}{L} \sin \theta &= \frac{1}{mL} F(t) \quad \text{(damped, nonlinear, forced)} \quad (3e)
\end{align*}
\]
Figure 10.1: Solution curves of a damped pendulum system. What is the meaning of the horizontal solution curves?

Although the two linear ODEs are only good models of actual pendulum motions when $|\theta|$ is small, these ODEs have the advantages that their solutions have explicit formulas (see Chapter 4). The nonlinear ODEs model pendulum motions for all values of $\theta$, but there are no explicit solution formulas. Figure 10.1 and the chapter cover figure, respectively, show some solution curves and trajectories of the damped, nonlinear pendulum ODE, $\theta'' + \theta' + 10 \sin \theta = 0$.

Now fire up your computer, go to Screen 1.2 of Module 10, and visually explore the behavior of solution curves and trajectories of linear, nonlinear, damped, and undamped pendulum ODEs. Pay particular attention to the behavior of the animated pendulum at the upper left, and relate its motions to the trajectories and to the solution curves, and to what you think a real pendulum would do. Explore all the options in order to understand the differences.

✓ “Check” your understanding by matching solution curves of Figure 10.1 with the corresponding trajectories in the chapter cover figure. Describe the long-term behavior of the pendulum represented by each curve.

☞ This is also what Problem 1 of Exploration 10.1 is about.

✓ Go to Screen 1.2 of Module 10 and explore what happens to solutions of the undamped, linearized ODE, $\theta'' + \theta = 0$, if $\theta_0$ is 0 and $\theta'_0$ is large. The motion of the animated pendulum is crazy, even though it accurately portrays the behavior of the solutions $\theta(t) = \theta'_0 \sin t$. Explain what is going on. Is the linearized ODE a good model here? Repeat with the undamped, nonlinear ODE, $\theta'' + \sin \theta = 0$, and the same initial data as above. Is this a better model?
There is another way to look at pendulum motion, an approach based on integrals of motion. This approach goes beyond pendulum motion and applies to any physical system which can be modeled by a second-order ODE of a particular type.

◆ Conservative Systems: Integrals of Motion

In this section we will study solutions of the differential equation

\[ q'' = -\frac{dV}{dq} \]  

(4)

for a generic variable \( q \) where \( V(q) \) is a given function.

Example 1: The undamped, nonlinear pendulum ODE is the special case where \( q = \theta \):

\[ \theta'' = -\frac{g}{L} \sin \theta, \quad V(\theta) = -\frac{g}{L} \cos \theta \]

Example 2: You will see later in this chapter that geodesics on a surface of revolution lead to the differential equation

\[ u'' = M^2 \frac{f'}{f^3}, \quad V(u) = M^2 \frac{1}{2f^2} \]

where the generic variable \( q \) is \( u \) in this case, \( M \) is a constant, and \( f \) is a function of \( u \).

ODE (4) is autonomous and equivalent to the system

\[ q' = y \]
\[ y' = -\frac{dV}{dq} \]

(5)

A solution to system (5) is a pair of functions, \( q = q(t), \ y = y(t) \). One way to analyze the behavior of these solutions is by a conservation law. A function \( K(q, y) \) that remains constant on each solution [i.e., \( K(q(t), y(t)) \) is a constant for all \( t \)], but varies from one solution to another, is said to be a conserved quantity, or an integral of motion and the system is said to be conservative. For system (5) one conserved quantity is

\[ K(q, y) = \frac{1}{2} y^2 + V(q) \]  

(6)

Here’s how to prove that \( K(q(t), y(t)) \) stays constant on a solution—use the chain rule and system (5) to show that \( dK/dt \) is zero:

\[ \frac{dK}{dt} = y \frac{dy}{dt} + V \frac{dq}{dt} \]

Incidentally, if \( K \) is any conserved quantity, so also is \( \alpha K + \beta \) where \( \alpha \) and \( \beta \) are constants and \( \alpha \neq 0 \).
Example 3: Here’s an example where we use $\alpha K + \beta$, rather than $K$, as the integral to show how integrals sometimes correspond to physical quantities. Look back at the function $V(\theta) = -(g/L) \cos \theta$ for the undamped, nonlinear pendulum of Example 1. Using formula (6), $E(\theta, y)$ is an integral, where

$$E(\theta, y) = mL^2 K(\theta, y) + mgL$$

$$= mL^2 \left( \frac{1}{2} y^2 - \frac{g}{L} \cos \theta \right) + mgL$$

$$= \frac{1}{2} m (Ly)^2 + mgL(1 - \cos \theta)$$

= kinetic energy + potential energy

This integral is called the total mechanical energy of the pendulum. The constant $mgL$ is inserted so that the potential energy is zero when the pendulum bob is at its lowest point.

✓ Find the conserved quantity $E$ for the undamped, linear pendulum ODE $\theta'' + \theta = 0$. Draw level curves $E(\theta, y) = E_0$, where $y = \theta'$, in the $\theta y$-plane, and identify the curves (e.g., ellipses, parabolas, hyperbolas).

Drawing the level curves of a conserved quantity $K$ in the $q y$-plane for system (5) gives phase plane trajectories of the system and so serves to describe the motions. This may be much easier than finding solution formulas, but even so, we can take some steps toward obtaining formulas. To see this, we have from equation (6) that if $K$ has the value $K_0$ on a trajectory of system (5), then

$$\frac{1}{2} y^2 + V(q) = K_0, \quad \text{i.e.,} \quad y = q' = \pm \sqrt{2K_0 - 2V(q)}$$

This is a separable first-order differential equation (as discussed in Chapter 2) that can be solved by separating the variables and integrating:

$$\int \frac{dq}{\sqrt{K_0 - V(q)}} = \sqrt{2t} + C$$

It is hard to obtain explicit solution formulas because the integral cannot usually be expressed in terms of elementary functions.

◆ The Effect of Damping

Mechanical systems are usually damped by friction, and it is important to understand the effect of friction on the motions. Friction is not well described by the fundamental laws of physics, and any formula we write for it will be more or less ad-hoc. The system will now be modeled by a differential equation of the form

$$q'' + f(q, q') + \frac{dV}{dq} = 0$$
or, rewritten as a system of first-order ODEs,

\[ \begin{align*} q' &= y \\ y' &= -f(q, y) - dV/dq \end{align*} \]  

(7)

where \(-f(q, y)\) represents the frictional force; the function \(f(q, y)\) always has the sign of \(y\).

At low velocities, \(f(q, y) = by\) is a reasonably good approximation of the friction due to air, but higher powers of \(y\) are necessary at higher velocities. This latter fact is why reducing the speed limit actually helps reduce gasoline usage—there is less drag at lower speeds. If friction were only a linear function of velocity, the effects of a higher speed would be cancelled by the distance being covered in a shorter time, and the system would expend the same amount of energy in each case. But if friction depends on the cube of velocity, for instance, you gain a lot by going more slowly. We will examine more elaborate friction laws when we study the pumping of a swing, but for now we will use viscous damping with \(f = by\).

**Example 4:** Let’s model the motion of a linearized pendulum with and without damping:

\[ \begin{align*} \theta' &= y \\ y' &= -10\theta - by \end{align*} \]  

(8)

where \(b = 0\) (no damping), or \(b = 1\) (viscous damping). If there is no damping, then one conserved quantity is

\[ K = \frac{1}{2}y^2 + 5\theta^2 \]  

(9)

The left graph in Figure 10.2 displays the integral surface defined by formula (9). The surface is a bowl whose cross-sections \(K = K_0\) are ellipses. Projecting the ellipses downward onto the \(\theta y\)-plane gives the trajectories of system (8) with \(b = 0\).

Once damping is turned on, the function \(K\) in formula (9) no longer is constant on a trajectory of system (8). But the integral concept still gives a good geometric picture of the behavior of a system under damping, because the value of the function \(K\) in equation (6) decreases along trajectories. This fact follows from the following computation (using system (7)):

\[
\begin{align*}
\frac{d}{dt} \left( \frac{y^2}{2} + V(q) \right) &= y \frac{dy}{dt} + \frac{dV}{dq} \frac{dq}{dt} = y \left( -f(q, y) - \frac{dV}{dq} \right) + \frac{dV}{dq} y \\
&= -yf(q, y) \leq 0
\end{align*}
\]

where the final inequality follows from the fact that \(f(q, y)\) has the sign of \(y\). So if \(b > 0\) in system (8) the value of \(K\) along a solution decreases, and will either tend to a finite limit, which can only happen if the solution tends to an equilibrium of the system, or the value of \(K\) will tend to \(-\infty\). If \(V\) is bounded from below (as in all our examples), the latter does not happen.
Figure 10.2: The left graph shows the integral surface \( K = \frac{y^2}{2} + 5\theta^2 \) for the undamped, linearized system, \( \theta' = y, \quad y' = -10\theta \), and the projections of the level curves \( K = K_0 \). The right graph shows a trajectory of the damped, linearized system, \( \theta' = y, \quad y' = -10\theta - y \); as the trajectory cuts across the level curves of \( K \), the value of \( K \) decreases.

**Example 5:** Let’s turn on viscous damping (take \( b = 1 \) in system (8)) and see what happens. The right side of Figure 10.2 shows a trajectory of the damped, linear pendulum system as it cuts across the level curves of the integral function \( K = \frac{y^2}{2} + 5\theta^2 \). \( K \) decreases as the trajectory approaches the spiral sink at \( \theta = 0, \quad y = 0 \). [The level curves of \( K \) are drawn by ODE Architect as trajectories of the undamped system (8) with \( b = 0 \).]

Now let’s turn to the more realistic nonlinear pendulum and see how damping affects its motions.

**Example 6:** The nonlinear system is

\[
\begin{align*}
\theta' &= y \\
y' &= -10\sin\theta - by
\end{align*}
\]  

(10)

where \( b = 0 \) corresponds to no damping, and \( b = 1 \) gives viscous damping. In the no-damping case we can take the conserved quantity \( K \) to be

\[
K = \frac{1}{2}y^2 - 10(\cos\theta - 1)
\]  

(11)

The left side of Figure 10.3 shows part of the surface defined by equation (11).

**Example 7:** With damping turned on (set \( b = 1 \) in system (10)) a trajectory with a high initial \( K \)-value may “swing over the pivot” several times before settling into a tightening spiral terminating at a sink, \( \theta = 2n\pi, \quad y = 0 \), for some value of \( n \). The right side of Figure 10.3 shows one of these trajectories as it swings over the pivot once, and then heads toward the point, \( \theta = 2\pi, \quad y = 0 \), where \( K = 0 \).
Figure 10.3: The left graph shows the surface $K = y^2/2 - 10(\cos \theta - 1)$ with two of its bowl-like projections that touch the $\theta y$-plane at equilibrium points of minimal $K$-value. The nonlinear pendulum system is $\dot{\theta} = y$, $\dot{y} = -10 \sin \theta - by$ with $b = 0$. Turn on damping ($b = 1$) and watch a trajectory cut across the level sets $K = K_0$, with ever smaller values of $K_0$ (right graph).

✓ Would you increase or decrease $b$ to cause the trajectory starting at $\theta = -3$, $y = 12$ to approach $\theta = 0$, $y = 0$? How about $\theta = 10\pi$, $y = 0$? What would you need to do to get the trajectory to approach $\theta = -2\pi$, $y = 0$, or is this even possible?

◆ Separatrices

A trajectory is a *separatrix* if the long-term behavior of trajectories on one side is quite different from the behavior on the other side. As we saw in Chapters 6 and 7 each saddle comes equipped with four separatrices: two approach the saddle with increasing time (the *stable* separatrices for that saddle point) and two approach as time decreases (the *unstable* separatrices). These separatrices are of the utmost importance in understanding how solutions behave in the long term.

**Example 8:** The undamped system

\[
\begin{align*}
\dot{\theta} &= y \\
\dot{y} &= -10 \sin \theta
\end{align*}
\]  

(12)

has equilibrium points at $\theta = n\pi$, $y = 0$. These points are (nonlinear) centers if $n$ is even, and saddles if $n$ is odd. Each separatrix at a saddle enters (or leaves) the saddle tangent to an eigenvector of the Jacobian matrix evaluated at the point. ODE Architect gives us these eigenvectors after it has located the saddle.

**Example 9:** *(Plotting a Separatrix:)* To find a point approximately on a saddle separatrix, just take a point close to a saddle and on an eigenvector. Then solve
forward and backward to obtain a reasonable approximation to a separatrix. For example, at $\theta = \pi, \ y = 0$, ODE Architect tells us that $(0.3015, 0.9535)$ is an eigenvector corresponding to the eigenvalue 3.162, and so the saddle separatrix is unstable. To graph the corresponding separatrix we choose as the initial point $\theta_0 = \pi + 0.003015, \ y = 0.009535$ which is in the direction of the eigenvector and very close to the saddle point. Figure 10.4 shows several separatrices of system (12). The squares indicate saddle points, and the plus signs inside the regions bounded by separatrices indicate centers.

✓ Describe the motions that correspond to trajectories inside the regions bounded by separatrices. Repeat with the region above the separatrices. Can a separatrix be both stable and unstable when considered as an entire trajectory?

Example 10: Add in viscous damping and the picture completely changes: Figure 10.5 shows the stable separatrices at the saddle points for the system

$$
\begin{align*}
\theta' &= y \\
y' &= -10 \sin \theta - y
\end{align*}
$$

(13)

The equilibrium points at $\theta = 2n\pi, \ y = 0$ are no longer centers, but attracting spiral points (the solid dots). The basin of attraction of each sink (i.e., the points on the trajectories attracted to the sink) is bounded by four stable saddle separatrices.

✓ With a fine-tipped pen, draw the unstable separatrices at each saddle in Figure 10.5.

That’s all we have to say about the motions of a constant-length pendulum for now. More (much more) is discussed in Chapter 12, where we add a driving term $F(t)$ to the pendulum equations.
Pumping a Swing

Recall that in an autonomous differential equation, the time variable $t$ does not appear explicitly. The central thing to realize is that the ODE that models pumping a swing must be autonomous: a child pumping the swing does not consult a watch when deciding how to lean back or sit up; the movements depend only on the position of the swing and its velocity. The swinger may change pumping strategies, deciding to go higher or to slow down, but the modeling differential equation for any particular strategy should be autonomous, depending on various parameters which describe the pumping strategy.

If you observe a child pumping a swing, or do it yourself, you will find that one strategy is to lean back on the first half of the forward swing and to sit up the rest of the time. If you stand on the seat, the strategy is the same: you crouch during the forward down-swing, and stand up straight the rest of the time. The work is done when you bring yourself back upright during the forward up-swing, either by pulling on the ropes (if sitting), or simply by standing.

The pumping action effectively changes the length of the swing, which complicates the ODE considerably, for two reasons. Newton’s second law must be stated differently, as will be shown below, and we must find an appropriate equation to model the changing length.

The question of friction is more subtle. Of course, the air creates a drag, but that is not the most important component of friction. We believe that things are quite different for a swing attached to the axle by something flexible, than if it were attached by rigid rods. Circus acrobats often drive swings right over the top; they always have rigid swings. We believe that a swing attached flexibly to the axle cannot be pumped to go over the top. Suppose the swing were to go beyond the horizontal—then at the end of the forward motion, the swinger would go into free-fall instead of swinging back; the jolt (heard as “ka-chunk”) when the rope becomes tight again will drastically slow down the motion. If you get on a swing, you will find that this effect is felt before the amplitude of the swing reaches $\frac{\pi}{2}$; the ropes become loose near the top of the forward swing, and you slow down abruptly when they draw tight again.

We will now turn this description into a differential equation.

Writing the Equations of Motion for Pumping a Swing

Modeling the pendulum with changing length requires a more careful look at Newton’s second law of motion. The equation $F = ma = mq''$ is not correct when the mass is changing (as when you use a leaky bucket as the bob of a pendulum), or when the distance variable is changing with respect to position and velocity (as for the child on the swing). In cases such as this, force is the
rate of change of the momentum $mq'$:

$$\text{Force} = (mq')'$$ (14)

When the mass and pendulum length are constant, equation (14) indeed reduces to the more familiar $F = ma$.

The analog in rotational mechanics about a pivot, where $q = L\theta$, is that the torque equals the rate of change of angular momentum:

$$\text{Torque} = (I\theta')'$$

where $I$ is the moment of inertia (the rotational analog of the mass). If a force $F$ is applied at a point $p$, then the torque about the pivot is the vector product $r \times F$, where $r$ is the position vector from the pivot to $p$. For the undamped and nonlinear pendulum, the gravitational torque can be treated as the scalar $-mgL \sin \theta$, and the moment of inertia is $I = mL^2$. Then Newton’s second law becomes

$$(mL^2\theta')' = -mgL \sin \theta$$ (15)

When $L$ and $m$ are constant, equation (15) is precisely the ODE of the undamped, nonlinear pendulum. In the case of the child pumping a swing, the mass $m$ remains constant (and can be divided out of the equation), but $L$ is a function of $\theta$ and $\theta'$, so we must differentiate $L^2\theta'$ in equation (15) using the chain rule to get

$$2L\left(\frac{\partial L}{\partial \theta} \theta' + \frac{\partial L}{\partial \theta'} \theta''\right) \theta' + L^2 \theta'' = -gL \sin \theta$$

or, in system form

$$\theta' = y$$
$$y' = -\frac{2y^2 \partial L/\partial \theta + g \sin \theta}{2y \partial L/\partial y + L}$$ (16)

The person pumping the swing is changing $L$ as a function of $\theta$ and $y$. For the reasons given in Screen 2.3 of Module 10 we will use the following formula for $L$:

$$L = L_0 + \frac{\Delta L}{\pi^2} \left(\frac{\pi}{2} - \arctan 10\theta\right) \left(\frac{\pi}{2} + \arctan 10y\right)$$ (17)

where $L_0$ is the distance from the axle to the center of gravity of the swinger when upright, and $\Delta L$ is the amount by which leaning back (or crouching) increases this distance. Note that

$$\frac{1}{\pi} \left(\frac{\pi}{2} - \arctan 10\theta\right)$$

is a smoothed-out step function: roughly 1 when $\theta < 0$ and 0 when $\theta > 0$. The jump from one value to the other is fairly rapid because of the factor 10; other values would be appropriate if you were to sit (or stand) up more or less suddenly. A similar analysis applies to the second arctan factor in formula (17).
As for friction with the swing, we will use

\[ f(\theta, y) = \varepsilon y + \left( \frac{\theta}{1.4} \right)^6 y \]

The first term corresponds to some small viscous air resistance. Admittedly, the second term is quite ad-hoc, but it serves to describe some sort of insurmountable “brick wall,” which somewhat suddenly takes effect when \( \theta > 3/2 \sim \pi/2 \). So it does seem to reflect our qualitative description.

Writing the differential equation as an autonomous system is now routine—an unpleasant routine since we need to differentiate \( L \), which leads to pretty horrific formulas. But with this summary, we have tried to make the structure clear. Now let’s get real and insert friction into modeling system (16):

\[
\begin{align*}
\theta' &= y \\
y' &= -\frac{2y^2 \partial L/\partial \theta + g \sin \theta + \text{friction term}}{2y \partial L/\partial y + L}
\end{align*}
\]

where \( L \) is given by formula (17) and

\[
\begin{align*}
\frac{\partial L}{\partial \theta} &= -10\Delta L \frac{\pi}{\pi^2(1 + 100\theta^2)} + \arctan(10y) \\
\frac{\partial L}{\partial y} &= 10\Delta L \frac{\pi}{\pi^2(1 + 100y^2)} - \arctan(10\theta) \\
\text{friction term} &= \varepsilon y + \left( \frac{\theta}{1.4} \right)^6 y
\end{align*}
\]

**Example 11:** Now set \( g = 32, \ L_0 = 4, \ \Delta L = 1, \) and \( \varepsilon = 0 \) (no viscous damping), and use ODE Architect to solve system (18). Figure 10.6 shows that you can pump up a swing from rest at an initial angle of 0.25 radian (about 14°) within a reasonable time, but not from the tiny angle of 0.01 radian. Do you see the approach to a stable, periodic, high-amplitude oscillation? This corresponds to an attracting limit cycle in the \( \theta y \)-plane.

What happens if we put viscous damping back in? See for yourself by going to Screen 2.4 of Module 10 and clicking on several initial points in the \( \theta y \)-screen. You should see two limit cycles now:

- a large attracting limit cycle representing an oscillation of amplitude close to \( \pi/2 \), due to the “brick wall” friction term, and (for \( \varepsilon > 0 \))
- a small repelling limit cycle near the downward equilibrium, due to friction and viscous air resistance.

In order to get going, the child must move the swing outside the small limit cycle, either by cajoling someone into pushing her, or backing up with her feet on the ground. Once outside the small limit cycle, the pumping will
Figure 10.6: Successful pumping (left graph) starts at a moderately high angle ($\theta_0 = 0.25$ radian). If $\theta_0$ is small (e.g., $\theta_0 = 0.01$ rad), then pumping doesn’t help much (right graph).

push the trajectory to the attracting limit cycle, where it will stay until the child decides to slow down.

Please note that this structure of the phase plane, with two limit cycles, is necessary in order to account for the observed behavior: the origin must be a sink because of air resistance, and you cannot have an attracting limit cycle surrounding a sink without another limit cycle in between.

✓ Does the system without viscous damping have a small repelling limit cycle?

**Geodesics**

Geodesics on a surface are curves that minimize length between sufficiently close points on the surface; they may, but need not, minimize length between distant points.

**Example 12:** Straight lines are geodesics on planes, and they minimize the distance between arbitrary points. Great circles are geodesics on the unit sphere, but they only minimize length between pairs of points if you travel in the right direction. If you travel along a great circle your path will be shortest until you get half-way around the world; but further along, you would have done better to go the other way.

To look for geodesics, we use the fact that parametrization of a curve $\gamma$ by its arc length $s$ results in traversing a curve at constant speed 1, that is, $|d\gamma/ds|$ is always 1.

On a surface in three-dimensional space, a geodesic $\gamma$ is a curve for which the vector $d^2\gamma/ds^2$ is perpendicular to the surface at the point $\gamma(s)$. For now, let’s assume that all curves are parametrized by arc length, so $\gamma'$ means $d\gamma/ds$.  

Arc length is denoted by $t$, rather than $s$, in Submodule 10.3.
If any curve \( \gamma \) (not necessarily a geodesic) on the surface is parametrized at constant speed, we are guaranteed that \( \gamma' \) is perpendicular to \( \gamma' \), but not necessarily to the surface. To see this, observe that \( \gamma' \cdot \gamma' = 1 \), where \( \gamma' \) is the velocity vector for the curve \( \gamma \) and the “dot” indicates the dot (or scalar) product of two vectors. Differentiating the dot product equation, we have \( \gamma'' \cdot \gamma' + \gamma' \cdot \gamma'' = 0 \), so \( \gamma'' \) is perpendicular to \( \gamma' \) (or else is the zero vector).

The statement that \( \gamma'' \) is perpendicular to the surface says that \( \gamma \) is going as “straight” as it can in the surface, and that the surface is exerting no force which would make the curve bend away from its path. Such a curve is a geodesic. See the book by Do Carmo for a full explanation of why geodesics defined as above minimize the distance between nearby points.

**Example 13:** On a sphere, the parallels of latitude \( \gamma(s) \) yield vectors \( \gamma''(s) \) in the plane of the parallel and perpendicular to the parallel (but not in general perpendicular to the surface), whereas any great circle yields vectors \( \gamma''(s) \) pointing toward the center of the sphere and hence perpendicular to both the great circle and to the surface. The great circles are geodesics, but the parallels (except for the equator) are not.

### Geodesics on a Surface of Revolution

Suppose that

\[
x = f(u), \quad z = g(u)
\]

is a parametrization by arc length \( u \) of a curve in the \( xz \)-plane. One consequence of this parametrization is that \( (f'(u))^2 + (g'(u))^2 = 1 \). Let’s rotate the curve by an angle \( \theta \) around the \( z \)-axis, to find the surface parametrized by

\[
P(u, \theta) = \begin{bmatrix} f(u) \cos \theta \\ f(u) \sin \theta \\ g(u) \end{bmatrix}
\]

Let’s suppose that curves \( \gamma \) on the surface are parametrized by arc length \( s \) and, hence, these curves have the parametric equation

\[
\gamma(s) = \begin{bmatrix} f(u(s)) \cos \theta(s) \\ f(u(s)) \sin \theta(s) \\ g(u(s)) \end{bmatrix}
\]

and we need to differentiate this twice to find

\[
\gamma'(s) = \begin{bmatrix} f'(u(s))u'(s) \cos \theta(s) - f(u(s)) \sin \theta(s) \theta'(s) \\ f'(u(s))u'(s) \sin \theta(s) + f(u(s)) \cos \theta(s) \theta'(s) \\ g'(u(s))u'(s) \end{bmatrix}
\]
Geodesics on a Surface of Revolution

\[ \gamma''(s) = u'' \begin{bmatrix} f'(u) \cos \theta \\ f'(u) \sin \theta \\ g'(u) \end{bmatrix} + (u')^2 \begin{bmatrix} f''(u) \cos \theta \\ f''(u) \sin \theta \\ g''(u) \end{bmatrix} + 2u'\theta' \begin{bmatrix} -f'(u) \sin \theta \\ f'(u) \cos \theta \\ 0 \end{bmatrix} \\
- (\theta')^2 \begin{bmatrix} f(u) \cos \theta \\ f(u) \sin \theta \\ 0 \end{bmatrix} + \theta'' \begin{bmatrix} -f(u) \sin \theta \\ f(u) \cos \theta \\ 0 \end{bmatrix} \]

This array is pretty terrifying, but the two equations

\[ \gamma'' \cdot \frac{\partial P}{\partial u} = 0, \quad \gamma'' \cdot \frac{\partial P}{\partial \theta} = 0 \] (21)

which express the fact that \( \gamma'' \) is perpendicular to the surface, give

\[ u'' - (\theta')^2 f(u)f'(u) = 0 \quad \text{and} \quad 2u'f'(u)f'(u)\theta' + \theta''(f(u))^2 = 0 \] (22)

That \( \gamma'' \) is perpendicular to the surface if formulas (21) hold follows because the vectors \( \frac{\partial P}{\partial u} \) and \( \frac{\partial P}{\partial \theta} \) span the tangent plane to the surface at the point \((\theta, u)\). Formulas (22) follow from formulas (21), from the fact that \( (f'(u))^2 + (g'(u))^2 = 1 \), and from the formulas

\[ \frac{\partial P}{\partial u} = \begin{bmatrix} f'(u) \cos \theta \\ f'(u) \sin \theta \\ g'(u) \end{bmatrix}, \quad \frac{\partial P}{\partial \theta} = \begin{bmatrix} -f(u) \sin \theta \\ f(u) \cos \theta \\ 0 \end{bmatrix} \]

The quantity

\[ M = (f(u))^2 \theta' \] (23)

is conserved along a trajectory of system (22) since

\[ \frac{d}{ds}[(f(u))^2\theta'] = (f(u))^2\theta'' + 2u'f'(u)f'' = 0 \]

The integral \( M \) behaves like angular momentum (see Exploration 10.5 for the central force context that first gave rise to this notion).

Substituting \( \theta' = M/(f(u))^2 \) into the first ODE of equations (22) gives

\[ u'' - \frac{M^2 f'(u)}{(f(u))^3} = 0 \] (24)

Using equations (23) and (24), we obtain a system of first-order ODEs for the geodesics on a surface of revolution:

\[ \theta' = \frac{M}{(f(u))^2} \]

\[ u' = w \] (25)

\[ w' = \frac{M^2 f'(u)}{(f(u))^3} \]
We recognize that ODE (24) is of the form of ODE (4), so

\[ u'' = -\frac{d}{du} \frac{M^2}{2(f(u))^2} \]

and we can analyze this ODE by the phase plane and conservation methods used earlier. Let us now specialize to the torus.

\section*{Geodesics on a Torus}

Rotate a circle of radius \( r \) about a line lying in the plane of the circle to obtain a torus. If \( R \) is the distance from the line to the center of the circle, then in the equations on page 186 for a parameterized curve we can set

\[ x = f(u) = R + r \cos u \]
\[ z = g(u) = r \sin u \]

If we set \( r = 1 \), then we have \( (f')^2 + (g')^2 = 1 \) as required in the derivation of the geodesic ODEs. The system of geodesic ODEs (25) becomes

\[ \theta' = \frac{M}{(R + \cos u)^2} \]
\[ u' = w \]
\[ w' = -\frac{M^2 \sin u}{(R + \cos u)^3} \quad (26) \]

where \( M \) is a constant. The variable \( u \) measures the angle up from the outer equator of the torus, and \( \theta \) measures the angle around the outer equator from some fixed point. Figure 10.7 shows seventeen geodesics through the point.

\[ x \hspace{2cm} y \hspace{2cm} z \]

Figure 10.7: Seventeen geodesics through a point on the outer equator.
Figure 10.8: The seventeen geodesics of Figure 10.7 drawn in the $\theta u$-plane (left) and in the $uu'$-plane (right).

$\theta_0 = 0$, $u_0 = 0$ with $w_0$ sweeping from $-8$ to $8$. In Figure 10.7 and subsequent figures we take $R = 3$ and $M = 16$. Figure 10.8 shows the geodesic curves in the $\theta u$-plane (left graph) and in the $uu'$-plane (right). Note the four outlying geodesics that coil around the torus, repeatedly cutting both the outer $[u = 2n\pi]$ and the inner $[u = (2n + 1)\pi]$ equators and periodically going through the hole of the donut. Twelve geodesics oscillate about the geodesic along the outer equator.

Figure 10.9 shows the outer and inner equatorial geodesics (the horizontal lines) in the $\theta u$-plane, as well as three curving geodesics starting at $\theta_0 = 0$, $u_0 = 0$. One oscillates about the outer equator six times in one revolution

Figure 10.9: Equatorial geodesics (lines), a geodesic that rapidly oscillates around the outer equator, another that oscillates slowly around the outer equator, and a third that slowly coils around the torus.
Figure 10.10: The graphs of the toroidal geodesics in the \(uu'\)-plane (left) look like the trajectories of an undamped, nonlinear pendulum (right).

(i.e., as \(\theta\) increases from 0 to \(2\pi\)). The other two start with values of \(u'_0\) that take them up over the torus and near the inner equator. One of these geodesics turns back and slowly oscillates about the outer equator. The other starts with a slightly larger value of \(u'_0\), cuts across the inner equator, and slowly coils around the torus. This suggests that the inner equator (\(u = \pi\)) is a separatrix geodesic, dividing the geodesics into those that oscillate about the outer equator from those that coil around the torus. This separatrix is unstable in the sense that if you start a geodesic near the inner equator (say at \(\theta_0 = 3.14, u'_0 = 0\)) and solve the system (26), then the geodesic moves away from the separatrix.

Why do we call this geodesic model a “friend of the pendulum”? Take a look at the \(u'\) and \(w'\) ODEs in system (26). Note that if we delete the term “\(\cos u\)” from the denominator of the \(w'\) equation, then we obtain the system

\[
\begin{align*}
  u' &= w \\
  w' &= -\frac{M^2}{R^3} \sin u
\end{align*}
\]

which is precisely the system for an undamped, nonlinear pendulum with \(g/L = M^2/R^3\). This fact suggests that geodesics of (26) plotted in the \(uu'\)-plane will look like trajectories of the pendulum system (27). Figure 10.10 compares the two sets of trajectories and shows how much alike they are. This illustrates a general principle (which, like most principles, has its exceptions): If two systems of ODEs resemble one another, so will their trajectories.
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Exploration 10.1. Explorations of Basic Pendulum Equation

1. If the nonlinear pendulum ODE (3c) is approximated by the linear ODE (3a), how closely do the trajectories and the component curves of the two ODEs match up? Screen 1.2 in Module 10 will be a big help here.

2. What would motions of the system, $x' = y$, $y' = -V(x)$, look like under different potential functions, such as $V(x) = x^4 - x^2$? What happens if a viscous damping term $-y$ is added to the second ODE of the system? Use graphical images like those in Figures 10.2 and 10.3 to guide your analysis. Use ODE Architect to draw trajectories in the $xy$-plane for both the undamped and damped case. Identify the equilibrium points in each case as saddles, centers, sinks, or sources. Plot the stable and the unstable saddle separatrices (if there are any) and identify the basin of attraction of each sink. [Suggestion: Use the Equilibrium feature of ODE Architect to locate the equilibrium points, calculate Jacobian matrices, find eigenvalues and eigenvectors, and so help to determine the nature of those points.]
3. Find all solutions of the undamped and linearized pendulum ODE,
\[ \theta'' + \left(\frac{g}{L}\right)\theta = 0 \]
Show that all solutions are periodic of period \(2\pi \sqrt{L/g}\). Are all solutions of the corresponding nonlinear pendulum ODE, \(\theta'' + \left(\frac{g}{L}\right)\sin \theta = 0\), periodic? If the latter ODE has periodic solutions, compare the periods with those of solutions of the linearized ODE that have the same initial conditions.

4. Use the sweep and the animate features of ODE Architect to make “movies” of the solution curves and the trajectories of the nonlinear pendulum ODE, \(\theta'' + b\theta + \sin \theta = 0\), where \(\theta_0 = 0\), \(\theta_0' = 10\), and \(b\) is a nonnegative parameter. Interpret what you see in terms of the motions of a pendulum. In this regard, you may want to use the model-based pendulum animation feature of ODE Architect.
Exploration 10.2. Physical Variations for Child on a Swing

1. Module 10 and the text of this chapter describe a swing-pumping strategy where the swinger changes position only on the first half of the forward swing (i.e., where \( \theta \) is negative but \( \theta' \) is positive). Is this the strategy you would use to pump a swing? Try pumping a swing and then describe in words your most successful strategy.
2. Rebuild the model for the length function \( L(\theta, \theta') \) of the “swing pendulum” to model your own pumping scenario. [Suggestion: Change the arguments of the arctan function used in Module 10 and the text of this chapter.] Use the ODE Architect to solve your set of ODEs. From plots of \( t\theta \)-curves and of \( \theta\theta' \)-trajectories, what do you conclude about the success of your modeling and your pumping strategy?
Exploration 10.3. Bifurcations

In these problems you will study the bifurcations in the swing-pumping model of Module 10 and this chapter as the viscous damping constant $\varepsilon$ or the incremental pendulum length $\Delta L$ is changed.

1. There is a Hopf bifurcation for the small-amplitude repelling limit cycle at $\varepsilon = 0$ for the swing-pumping system (18) and (19). Plot lots of trajectories near the origin $\theta = 0, y = 0$ for values of $\varepsilon$ above and below $\varepsilon = 0$ and describe what you see. What does the ODE Architect equilibrium feature tell you about the nature of the equilibrium point at the origin if $\varepsilon < 0$? If $\varepsilon = 0$? If $\varepsilon > 0$?
2. Now sweep $\Delta L$ through a series of values and watch what happens to the large-amplitude attracting limit cycle. At a certain value of $\Delta L$ you will see a sudden change (called a homoclinic, saddle-connection bifurcation). What is this value of $\Delta L$? Plot lots of trajectories for various values of $\Delta L$ and describe what you see.
Exploration 10.4. Geodesics on a Torus

The basic initial value problem for a geodesic starting on the outer equator of a torus is

\[
\begin{align*}
\theta' &= \frac{M}{(R + \cos u)^2} \\
\theta'' &= -\frac{M^2 \sin u}{(R + \cos u)^3} \\
\theta(0) &= 0, \quad \theta'(0) = \alpha
\end{align*}
\]  

(28)

where \(M\) is a constant.

1. Make up your own “pretty pictures” of geodesic sprays on the surface of the torus by varying \(u'(0)\). Explain what each geodesic is doing on the torus. If two geodesics through \(u_0 = 0, \ \theta_0 = 0\) intersect at another point, which provides the shortest path between two points? Is every “meridian”, \(\theta = \text{const.}\), a geodesic? Is every “parallel”, \(u = \text{const.}\), a geodesic?
2. Repeat Problem 1 at other initial points on the torus, including a point on the inner equator.

3. Explore different values for $R$ (between 2 and 5) for the torus—what does it mean for the solutions of the ODEs for the geodesics? To what extent does the ugly denominator in the ODEs mess up the similarity to the nonlinear pendulum equation?

Answer by discussing effects on $\theta u$-phase portraits.
Exploration 10.5. The Central Force and Kepler’s Laws

An object at position \( \mathbf{r}(t) \) (relative to a fixed coordinate frame) is moving under a central force if the force points toward or away from the origin, with a magnitude which depends only on the distance \( r \) from the origin. This is modeled by the differential equation \( \mathbf{r}'' = f(r) \mathbf{r} \), where we will take \( \mathbf{r}(t) \) to be a vector moving in a fixed plane.

Example 14: (Newton’s law of gravitation) This, as applied to a planet and the sun, is perhaps the most famous differential equation of all of science. Newton’s law describes the position of the planet by the differential equation

\[
\mathbf{r}'' = -\frac{AG}{r^3} \mathbf{r},
\]

where \( \mathbf{r} \) is the vector from the center of gravity of the two bodies (located, for all practical purposes, at the sun) to the planet, \( G \) is the universal gravitational constant, and \( A = \frac{M_1^3}{(m + M)^2} \), where \( m \) is the mass of the planet (so for all practical purposes, \( A \) is the mass of the sun).

1. Newton’s law of gravitation is often called the “inverse square law,” not the “inverse cube law.” Explain.

2. The way to analyze a central force problem is to write it in polar coordinates, where

\[
\mathbf{r} = r[\cos \theta, \sin \theta],
\]

\[
\mathbf{r}' = r'[\cos \theta, \sin \theta] + r[\sin \theta, -\cos \theta],
\]

\[
\mathbf{r}'' = (r'' - r(\theta')^2)[\cos \theta, \sin \theta] + (2r'\theta' + r\theta'')[\sin \theta, -\cos \theta]
\]

Show that the central force equation \( \mathbf{r}'' = f(r) \mathbf{r} \) yields

\[
2r'\theta' + \theta'' = 0
\]

and

\[
r'' - r(\theta')^2 = rf(r)
\]
3. Show that the quantity \( M = r^2 \theta' \) is constant as a function of time during a motion in a central force system, using equation (29).

The quantity \( M \) (now called the angular momentum of the motion) was singled out centuries ago as a quantity of interest precisely because of the derivation above. You should see that the constancy of \( M \) is equivalent to \textit{Kepler’s second law}: the vector \( r \) sweeps out equal areas in equal times.

4. Substitute \( \theta' = M/r^2 \) into equation (30) and show that, for each value of the particular central force \( f(r) \) and each angular momentum \( M \), the resulting differential equation is of the expected form.

5. Specialize to Newton’s inverse square law with \( k = AG \) and show that the resulting system becomes

\[
\dot{r}'' = -\frac{k}{r^2} + \frac{M^2}{r^3}
\]

or the system

\[
\begin{align*}
\dot{r} &= y \\
\dot{y} &= -\frac{k}{r^2} + \frac{M^2}{r^3}
\end{align*}
\]

Make a drawing of the phase plane for this system, and analyze this drawing using the conserved quantity \( K \), where

\[
K(r, y) = \frac{y^2}{2} + \frac{k}{r} - \frac{M^2}{2r^2}
\]

\( K \) is evidently defined only for \( r > 0 \), and \( K \) has a unique minimum, so the level curves of \( K \) are simple closed curves for \( K \ll 0 \), corresponding to the elliptic orbits of \textit{Kepler’s first law}, an unbounded level curve when \( K = 0 \), corresponding to a parabolic orbit, and other unbounded curves for \( K > 0 \) which correspond to hyperbolic orbits. (For discussion of these three cases and their relation to conic sections, see Hubbard and West, Part II, Section 6.7 pp. 43–47.)
Overview

Many phenomena, especially those explained by Newton’s second law, can be modeled by second-order linear ODEs with variable coefficients, for example:

1. Robot arms, which are modeled by a spring-mass equation with a time-varying damping coefficient; and
2. Aging springs, which are modeled by a spring-mass equation with a time-varying spring constant.

These two applications illustrate very different ways in which series solutions can be used to solve linear ODEs with nonconstant coefficients.

Key words

Power series; series solutions; recurrence formula; ordinary point; singular point; regular singular point; Bessel’s equations; Bessel functions; aging spring; lengthening pendulum

See also

Chapter 4 for second-order linear ODEs with constant coefficients (i.e., without the time-dependence).
Infinite Series

Certain second-order linear ODEs with nonconstant coefficients have been studied extensively, so their properties are well-known. We will look at some of these ODEs in the chapter.

If the general linear homogeneous (undriven) second-order ODE
\[ x'' + p(t)x' + q(t)x = 0 \]  
(1)

has coefficients \( p \) and \( q \) that are not both constants, the methods of Chapter 4 don’t work. However, sometimes we can write a solution \( x(t) \) as a power series:
\[ x(t) = \sum_{n=0}^{\infty} a_n(t - t_0)^n \]  
(2)

where we use ODE (1) to determine the coefficients \( a_n \). Much useful information can be deduced about an ODE when its solutions can be expressed as power series.

If a function \( x(t) \) has a convergent Taylor series \( x(t) = \sum a_n(t - t_0)^n \) in some interval about \( t = t_0 \), then \( x(t) \) is said to be analytic at \( t_0 \). Since all derivatives of analytic functions exist, the derivatives \( x' \) and \( x'' \) of \( x \) can be obtained by differentiating that series term by term, producing series with the same radius of convergence as the series for \( x \). If we substitute these series into ODE (1), we can determine the coefficients \( a_n \). To begin with, \( a_0 \) and \( a_1 \) are equal to the initial values \( x(t_0) \) and \( x'(t_0) \), respectively.

“Check” your understanding by evaluating the series (2) at \( t = t_0 \) to show that \( a_0 = x(t_0) \). Now differentiate series (2) term by term to obtain a series for \( x'(t) \); evaluate this series at \( t_0 \) to find that \( a_1 = x'(t_0) \). Does \( a_2 \) equal \( x''(t_0) \)?

Recurrence Formulas

A recurrence formula for the coefficients \( a_n \) is a formula that defines each \( a_n \) in terms of the coefficients \( a_0, a_1, \ldots, a_{n-1} \). To find such a formula, we have to express each of the terms in ODE (1) [i.e., \( x'' \), \( p(t)x' \), and \( q(t)x \)] as power series about \( t = t_0 \), which is the point at which the initial conditions are given. Then we combine these series to obtain a single power series which, according to ODE (1), must sum to zero for all \( t \) near \( t_0 \). This implies that the coefficient of each power of \( t - t_0 \) must be equal to zero, which yields an equation for each \( a_n \) in terms of the preceding coefficients \( a_0, a_1, \ldots, a_{n-1} \).
Example: Finding a recurrence formula

Let’s solve the first-order IVP \( x' + tx = 0, \ x(0) = 1. \) First we write \( x(t) \) in the form

\[
x(t) = \sum_{n=0}^{\infty} a_n t^n
\]

where we have chosen \( t_0 = 0 \). The derivative of \( x(t) \) is then

\[
x'(t) = \sum_{n=1}^{\infty} n a_n t^{n-1}
\]

Substituting this into the given ODE, we get

\[
x' + tx = \sum_{n=1}^{\infty} n a_n t^{n-1} + \sum_{n=0}^{\infty} a_n t^{n+1} = 0
\]

To make the power of \( t \) the same in both sums, replace \( n \) by \( n - 2 \) in the second sum to obtain

\[
\sum_{n=1}^{\infty} n a_n t^{n-1} + \sum_{n=2}^{\infty} a_{n-2} t^{n-1} = a_1 + \sum_{n=2}^{\infty} [na_n + a_{n-2}] t^{n-1} = 0
\]

The last equality is true if and only if \( a_1 = 0 \) and, if for every \( n \geq 2 \), we have that \( na_n + a_{n-2} = 0 \). Therefore, the desired recurrence formula is

\[
a_n = -\frac{a_{n-2}}{n}, \quad n = 2, 3, \ldots \tag{3}
\]

Since \( a_1 = 0 \), formula (3) shows that the coefficients \( a_3, a_5, \ldots, a_{2k+1}, \ldots \) must all be zero; and \( a_2 = -a_0/2, \ a_4 = -a_2/4 = a_0/(2 \cdot 4), \ldots \). With a little algebra you can show that the series for \( x(t) \) is

\[
x(t) = a_0 - \frac{a_0}{2} t^2 + \frac{a_0}{2 \cdot 4} t^4 - \frac{a_0}{2 \cdot 4 \cdot 6} t^6 + \cdots
\]

which can be simplified to

\[
x(t) = a_0 \left( 1 - \frac{t^2}{2} + \frac{1}{2!} \left( \frac{r^2}{2} \right)^2 - \frac{1}{3!} \left( \frac{r^2}{2} \right)^3 + \cdots \right)
\]

If the initial condition \( a_0 = x(0) = 1 \) is used, this becomes the Taylor series for \( e^{-r^2/2} \) about \( t_0 = 0 \). Although the series solution to the IVP, \( x' + x = 0, \ x(0) = 1, \) can be written in the form of a familiar function, for most IVPs that is rarely possible and usually the only form we can obtain is the series form of the solution.

\( \checkmark \) Check that \( x(t) = e^{-r^2/2} \) is a solution of the IVP \( x' + tx = 0, \ x(0) = 1. \)
**Ordinary Points**

If \( p(t) \) and \( q(t) \) are both analytic at \( t_0 \), then \( t_0 \) is called an **ordinary point** for the differential equation \( x''(t) + p(t)x'(t) + q(t)x(t) = 0 \). At an ordinary point, the method illustrated in the preceding example always produces solutions written in series form. The following theorem states this more precisely.

**Ordinary Points Theorem.** If \( t_0 \) is an ordinary point of the second-order differential equation

\[
 x'' + p(t)x' + q(t)x = 0
\]

that is, if \( p(t) \) and \( q(t) \) are both analytic at \( t_0 \), then the general solution of ODE (4) is given by the series

\[
 x(t) = \sum_{n=0}^{\infty} a_n(t - t_0)^n = a_0x_1(t) + a_1x_2(t)
\]

where \( a_0 \) and \( a_1 \) are arbitrary and, for each \( n \geq 2 \), \( a_n \) can be written in terms of \( a_0 \) and \( a_1 \). When this is done, we get the right-hand term in formula (5), where \( x_1(t) \) and \( x_2(t) \) are linearly independent solutions of ODE (4) that are analytic at \( t_0 \). Further, the radius of convergence for each of the series solutions \( x_1(t) \) and \( x_2(t) \) is at least as large as the smaller of the two radii of convergence for the series for \( p(t) \) and \( q(t) \).

One goal of Module 11 is to give you a feeling for the interplay between infinite series and the functions they represent. In the first submodule, the position \( x(t) \) of a robot arm is modeled by the second-order linear ODE

\[
 x'' + Ctx' + kx = 0
\]

where \( C \) and \( k \) are positive constants. Using the methods of the earlier example, we can derive a series solution (with \( t_0 = 0 \))

\[
 x(t) = 1 - \frac{kt^2}{2!} + \frac{k(2C + k)t^4}{4!} - \frac{k(2C + k)(4C + k)t^6}{6!} + \ldots
\]

that satisfies \( x(0) = 1, \ x'(0) = 0 \). We then have to determine how quickly the arm can be driven from the position \( x = 1 \) to \( x = 0.005 \) without letting \( x \) go below zero. The value of \( k \) is fixed at 9, so that only \( C \) is free to vary. When \( C = k \), it turns out that series (7) is the Taylor series for \( e^{-kt^2/2} \) about \( t = 0 \). It can then be demonstrated numerically, using ODE Architect, that \( C = 9 \) produces a solution that stays positive and is an optimal solution in the sense of requiring the least time for the value of \( x \) to drop from 1 to 0.005.

In the majority of cases, however, it is not possible to recognize the series solution as one of the standard functions of calculus. Then the only way to approximate \( x(t) \) at a given value of \( t \) is by summing a large number of terms.
in the series, or by using a numerical solver to solve the corresponding IVP. ODE Architect was used to graph solutions of ODE (6) for several values of $C$ (Figure 11.1).

What if $t_0$ is not an ordinary point for the ODE, $x'' + p(t) x' + q(t) x = 0$, that is, what if $p(t)$ or $q(t)$ is not analytic at $t_0$? For example, in the ODE $x'' + x/(t-1) = 0$, $q(t)$ is not analytic at $t_0 = 1$. Such a point is said to be a singular point of the ODE. Thus, $t_0 = 1$ is a singular point for the ODE $x'' + x/(t-1) = 0$. Next we show how to deal with ODEs with certain kinds of singular points.

✓ Is $t = 0$ an ordinary point or a singular point of $x'' + t^2 x = 0$? What about $x'' + (\sin t) x = 0$ and $x'' + x/t = 0$?

◆ Regular Singular Points

A singular point of the ODE $x''(t) + p(t)x'(t) + q(t)x(t) = 0$ is a regular singular point if both $(t - t_0)p(t)$ and $(t - t_0)^2q(t)$ are analytic at $t_0$. In this case we’ll have to modify the method to find a series solution to the ODE.

✓ Is $t = 0$ a regular singular point of $x'' + x'/t + x = 0$? What about $x'' + x'/t^2 = 0$ and $x'' + x'/t^3 = 0$?
Since \((t - t_0)p(t)\) and \((t - t_0)^2q(t)\) are analytic at \(t_0\), they have power series expansions centered at \(t_0\):

\[
(t - t_0)p(t) = P_0 + P_1(t - t_0) + P_2(t - t_0)^2 + \cdots
\]

\[
(t - t_0)^2q(t) = Q_0 + Q_1(t - t_0) + Q_2(t - t_0)^2 + \cdots
\]

As we shall soon see, the constant coefficients, \(P_0\) and \(Q_0\), in these two series are particularly important. The roots of the quadratic equation (called the indicial equation)

\[
r(r - 1) + P_0r + Q_0 = 0 \quad (8)
\]

are used in solution formula (9) below.

A theorem due to Frobenius tells us how to modify our original method of constructing power series solutions so that we can obtain series solutions near regular singular points.

**Frobenius’ Theorem.** If \(t_0\) is a regular singular point of the second-order differential equation \(x''(t) + p(t)x'(t) + q(t)x(t) = 0\), then there is a series solution at \(t_0\) of the form

\[
x_1(t) = (t - t_0)^r_1 \sum_{n=0}^{\infty} a_n(t - t_0)^n = \sum_{n=0}^{\infty} a_n(t - t_0)^{n+r_1} \quad (9)
\]

where \(r_1\) is the larger of the two roots \(r_1\) and \(r_2\) of the indicial equation.

The coefficients \(a_n\) can be determined in the same way as in the earlier example: differentiate twice, substitute the series for \(qx_1\), \(px_1'\), and \(x_1''\) into the given differential equation, and then find a recurrence formula.

Here are a few things to keep in mind when finding a Frobenius series.

1. The roots of the indicial equation may not be integers, in which case the series representation of the solution would not be a power series, but is still a valid series.
2. If \(r_1 - r_2\) is not an integer, then the smaller root \(r_2\) of the indicial equation generates a second solution of the form

\[
x_2(t) = (t - t_0)^{r_2} \sum_{n=0}^{\infty} b_n(t - t_0)^n
\]

which is linearly independent of the first solution \(x_1(t)\).
3. When \(r_1 - r_2\) is an integer, a second solution of the form

\[
x_2(t) = Cx_1(t) \ln(t - t_0) + \sum_{n=0}^{\infty} b_n(t - t_0)^{n+r_2}
\]

exists, where the values of the coefficients \(b_n\) are determined by finding a recurrence formula, and \(C\) is a constant. The solution \(x_2(t)\) is linearly independent of \(x_1(t)\).
For any nonnegative constant $p$, the differential equation

$$t^2 x''(t) + tx'(t) + (t^2 - p^2)x(t) = 0$$

is known as Bessel’s equation of order $p$, and its solutions are the Bessel functions of order $p$. In normalized form, Bessel’s equation becomes

$$x''(t) + \frac{1}{t} x'(t) + \left( \frac{t^2 - p^2}{t^2} \right) x(t) = 0$$

From this we can see that $tp(t) = 1$ and $t^2q(t) = t^2 - p^2$, so that $tp(t)$ and $t^2q(t)$ are analytic at $t_0 = 0$. Therefore zero is a regular singular point and, using equation (8), we find that the indicial equation (with $P_0 = 1$, $Q_0 = -p^2$) is

$$r(r - 1) + r - p^2 = r^2 - p^2 = 0$$

Application of Frobenius’ Theorem yields a solution $J_p$ given by the formula

$$J_p(t) = t^p \sum_{n=0}^{\infty} \frac{(-1)^n}{2^n n!(p+1)(p+2)\cdots(p+n)} t^{2n}$$

The function $J_p(t)$ is called the Bessel function of order $p$ of the first kind. The series converges and is bounded for all $t$. If $p$ is not an integer, it can be shown that a second solution of Bessel’s equation is $J_{-p}(t)$ and that the general solution of Bessel’s equation is a linear combination of $J_p(t)$ and $J_{-p}(t)$.

For the special case $p = 0$, we get the function $J_0(t)$ used in the aging spring model in the second submodule of Module 11:

$$J_0(t) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(n!)^2} \left( \frac{t}{2} \right)^{2n} = 1 - \frac{t^2}{4} + \frac{t^4}{64} - \frac{t^6}{2304} + \cdots$$

Note that even though $t = 0$ is a singular point of the Bessel equation of order zero, the value of $J_0(0)$ is finite [$J_0(0) = 1$]. See Figure 11.2.

Check that $J_0(t)$ is a solution of Bessel’s equation of order 0.

When $p$ is an integer we have to work much harder to get a second solution that is linearly independent of $J_p(t)$. The result is a function $Y_p(t)$ called the Bessel function of order $p$ of the second kind. The general formula for $Y_p(t)$ is extremely complicated. We show only the special case $Y_0(t)$, used in the aging spring model:

$$Y_0(t) = \frac{2}{\pi} \left[ \left( \gamma + \ln \left| \frac{t}{2} \right| \right) J_0(t) + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} H_n}{(n!)^2} \left( \frac{t}{2} \right)^{2n} \right]$$

where $H_n = 1 + (1/2) + (1/3) + \cdots + (1/n)$ and $\gamma$ is Euler’s constant: $\gamma = \lim_{n \to \infty} (H_n - \ln n) \approx 0.5772$. 

Actually $\gamma$ is an unending decimal and non-repeating (or so most mathematicians believe), and 0.5772 gives the first four digits.
The general solution of Bessel’s equation of integer order \( p \) is
\[
x(t) = c_1 J_p(t) + c_2 Y_p(t)
\]
for arbitrary constants \( c_1 \) and \( c_2 \). An important thing to note here is that the value of \( Y_p(t) \) at \( t = 0 \) does reflect the singularity at \( t = 0 \); in fact, \( Y_p(t) \to -\infty \) as \( t \to 0^+ \), so that a solution having the form given in equation \((10)\) is bounded only if \( c_2 = 0 \).

Bessel functions appear frequently in applications involving cylindrical geometry and have been extensively studied. In fact, except for the functions you studied in calculus, Bessel functions are the most widely used functions in science and engineering.

**Transforming Bessel’s Equation to the Aging Spring Equation**

Bessel’s equation of order zero can be transformed into the aging spring equation \( x'' + e^{-at}x = 0 \). To do this, we take
\[
t = \frac{2}{a} \ln(2/\alpha)
\]
where the new independent variable \( s \) is assumed to be positive. Then we can use the chain rule to find the first two derivatives of the displacement \( x \) of the
Transforming Bessel’s Equation to the Aging Spring Equation

agging spring with respect to $s$:

\[
\frac{dx}{ds} = \frac{dx}{dt} \frac{dt}{ds} = \frac{dx}{dt} \left( -\frac{2}{as} \right)
\]

\[
\frac{d^2x}{ds^2} = \frac{d}{ds} \left[ \frac{dx}{dt} \left( -\frac{2}{as} \right) + \frac{dx}{dt} \frac{d}{ds} \left( -\frac{2}{as} \right) \right]
\]

\[
= \frac{d^2x}{dt^2} \frac{dt}{ds} \left( -\frac{2}{as} \right) + \frac{dx}{dt} \frac{2}{as^2}
\]

\[
= \frac{d^2x}{dt^2} \left( -\frac{2}{as} \right) \left( -\frac{2}{as} \right) + \frac{dx}{dt} \frac{2}{as^2}
\]

\[
= \frac{d^2x}{dt^2} \left( 4a^2 (as)^2 \right) + \frac{dx}{dt} \frac{2}{as^2}
\]

We use $w$ in place of $x$ in the aging spring section of Module 11.

Bessel’s equation of order $p = 0$ is given by:

\[
s^2 \frac{d^2x}{ds^2} \left( \frac{2}{as} \right) + \frac{dx}{ds} \frac{4}{as} + s^2 x = 0
\]

and when we substitute in the derivatives we just found, we obtain

\[
s^2 \left( \frac{d^2x}{dt^2} \left( 4a^2 (as)^2 \right) + \frac{dx}{dt} \frac{2}{as^2} \right) + s \frac{dx}{dt} \left( -\frac{2}{as} \right) + s^2 x = 0
\]

Using the fact that

\[s = \left( \frac{2}{a} \right) e^{-at/2}\] (found by solving equation (11) for $s$) in the last term, when we simplify this monster equation it collapses down to a nice simple one:

\[
\frac{d^2x}{dt^2} \frac{4}{a^2} + \frac{4}{a^2} e^{-at} x = 0
\]

Finally, if we divide through by $4/a^2$, we get the aging spring equation, $x'' + e^{-at}x = 0$.

The other way around works as well, that is, a change of variables will convert the aging spring equation to Bessel’s equation of order zero. That means that solutions of the aging spring equation can be expressed in terms of Bessel functions. This can be accomplished by using $x = c_1 J_0(s) + c_2 Y_0(s)$ as the general solution of Bessel’s equation of order zero, and then using formula (12) to replace $s$. Take another look at Experiments 3 and 4 on Screens 2.5 and 2.6 of Module 11. That will give you a graphical sense about the connection between aging springs and a Bessel’s equation.
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Figure 11.3: Here are some typical graphs for the solution of \( x'' + C_2^2 x' + 9x = 0 \) for various values of \( C_2 \). The graphs and the data tables are useful in Problem 1 of Exploration 11.1.

Figure 11.4: Here is a phase-plane portrait for an aging spring ODE, \( x'' + e^{-t}x = -9.8 \). See Problem 1 in Exploration 11.3.
Exploration 11.1. Damping a Robot Arm

In each of the following problems it is assumed that the displacement $x$ of a robot arm satisfies an IVP of the form

$$x'' + b(t)x' + 9x = 0, \quad x(0) = 1, \quad x'(0) = 0$$

An optimal damping function $b(t)$ is one for which the solution $x(t)$ reaches 0.005 in minimal time $t^*$ without ever going below zero.

1. Consider damping functions of the form $b(t) = C_k t^k$. For a positive integer $k$, let $C_k^*$ be the value of $C_k$ that gives the optimal solution, and denote the corresponding minimal time by $t_k^*$. In Module 11, Screen 1.4 and TTA 3 on Screen 1.7 you found that the optimal solution for $k = 1$ is $x(t) = e^{-9t^2/2}$, with $C_1^* = 9$ and $t_1^* \approx 1.0897$.

(a) Use ODE Architect to find an approximate optimal solution and values of $C_k^*$ and $t_k^*$ when $k = 2$. [Suggestion: Look at Figure 11.3.]

(b) Repeat with $k = 3$.

(c) Compare the optimal damping functions for $k = 1, 2, 3$, in the context of the given physical process.

2. For quadratic damping, $b(t) = C_2 t^2$, derive a power series solution $x(t) = \sum_{n=0}^{\infty} a_n t^n$. Show that the recurrence formula for the coefficients is

$$a_{n+2} = \frac{-9a_n + C_2(n - 1)a_{n-1}}{(n + 1)(n + 2)}, \quad n \geq 1$$

and $a_2 = -9a_0/2$. Recall that $a_0 = x(0)$ and $a_1 = x'(0)$.
3. Let \( P_6(t) \) be the Taylor polynomial \( \sum_{n=0}^{6} a_n t^n \), where the \( a_n \) are given by the recurrence formula in Problem 2.

(a) Write out \( P_6(t) \) with \( C_2 \) as a parameter; briefly describe how the graph of \( P_6(t) \) changes as \( C_2 \) increases.

(b) Graph the apparently optimal solution from Problem 1(a) over the interval \( 0 \leq t \leq t^* \) and compare it to the graph of \( P_6(t) \) with \( C_2 = C^*_2 \).

4. If the robot arm is totally undamped, its position at time \( t \) is \( x(t) = \cos 3t \); therefore the arm cannot reach \( x = 0 \) for all \( t \), \( 0 \leq t \leq \pi/6 \). In this situation the undamped arm can’t remain above \( x = 0 \). The optimal damping functions \( C^*_k t^k \) found in Problem 1 look more like step functions as the degree \( k \) increases. Try to improve the time \( t^* \) by using a step function for damping.

Assume the robot arm is allowed to fall without damping until just before it reaches \( x = 0 \), at which time a constant damping force is applied. This situation can be modeled by defining

\[
b(t) = \begin{cases} 
0 & \text{for } 0 \leq t < \frac{\pi}{6} - \varepsilon \\
B_{\varepsilon} & \text{for } t \geq \frac{\pi}{6} - \varepsilon 
\end{cases}
\]

for \( \varepsilon = 0.2, 0.1, \) and \( 0.05 \). Use ODE Architect to find values of \( B_{\varepsilon} \) that give an approximate optimal solution. Include a graph showing your best solution for each \( \varepsilon \) and give your best value of \( t^* \) in each case. What happens to the “optimal” \( B_{\varepsilon} \) as \( \varepsilon \to 0 \)?

5. Find a formula for the solution for the situation in Problem 4. The value of \( \varepsilon \) should be treated as a parameter. Assume that \( x(t) = \cos 3t \) for \( t < (\pi/6) - \varepsilon \). Then the IVP to be solved is

\[
\begin{align*}
x'' + B_{\varepsilon}x' + 9x &= 0 \\
x(\pi/6 - \varepsilon) &= \cos[3(\frac{\pi}{6} - \varepsilon)] = \sin 3\varepsilon \\
x'(\pi/6 - \varepsilon) &= -3 \sin[3(\frac{\pi}{6} - \varepsilon)] = -3 \cos 3\varepsilon
\end{align*}
\]

The solution will be of the form \( x(t) = c_1 e^{r_1 t} + c_2 e^{r_2 t} \), \( r_1 < r_2 < 0 \), but the optimal solution requires that \( c_2 = 0 \). Why? For a fixed \( \varepsilon \), find the value of \( B_{\varepsilon} \) so that \( x(t) \) remains positive and reaches 0.005 in minimum time.
Exploration 11.2. Bessel Functions

1. Bessel functions resemble decaying sinusoids. Let’s compare the graph of $J_0(t)$ with that of one of these sinusoids.

   (a) On the same set of axes, graph the Bessel function $J_0(t)$ and the function
   $$\sqrt{\frac{2}{\pi t}} \cos\left(t - \frac{\pi}{4}\right)$$
   over the interval $0 \leq t \leq 10$.

   (b) Now graph these same two functions over the interval $0 \leq t \leq 50$.

   (c) Describe what you see.

   [Suggestion: You can use ODE Architect to plot a good approximation of $J_0(t)$ by solving an IVP involving Bessel’s equation in system form:
   $$\begin{align*}
x' &= y, \\
y' &= -x - y/t, \\
x(t_0) &= 1, \\
x'(t_0) &= 0
   \end{align*}$$
   with $t_0 = 0.0001$. Actually, $J_0(0) = 1$ and $J'_0(0) = 0$, but $t_0 = 0$ is a singular point of the system so we must move slightly away from zero. You can plot the decaying sinusoid on the same axes as $J_0(t)$ by entering $a = \sqrt{\frac{2}{\pi t}} \cos(t - \frac{\pi}{4})$ in the same equation window as the IVP, selecting a custom 2D plot, and plotting both $a$ and $x$ vs. $t$.]

Answer questions in the space provided, or on attached sheets with carefully labeled graphs. A notepad report using the Architect is OK, too.

Name/Date

Course/Section
2. Repeat Problem 1 for the functions $Y_0(t)$ and $\sqrt{\frac{2}{\pi}} \sin(t - \frac{\pi}{4})$. To graph a good approximation of $Y_0(t)$, solve the system equivalent of Bessel’s equation of order zero (from Problem 1) with initial data $t_0 = 0.89357$, $x(t_0) = 0$, $x'(t_0) = 0.87942$. As in Problem 1, we have to avoid the singularity at $t_0 = 0$, especially here because $Y_0(0) = -\infty$. The given initial data are taken from published values of Bessel functions and their derivatives.
Exploration 11.3. Aging Spring Models

1. Check out the Library file “Modeling an Aging Spring” in the “Physical Models” folder (see Figure 11.4). The ODE in the file models the motion of a vertically suspended damped and aging spring that is subject to gravity. Carry out the suggested explorations.

2. Show that

\[ x(t) = \sqrt{\frac{t+1}{3}} \sin \left( \frac{\sqrt{3}}{2} \ln(t+1) \right) - \sqrt{t+1} \cos \left( \frac{\sqrt{3}}{2} \ln(t+1) \right) \]

is an analytic solution of the initial value problem

\[ x''(t) + \frac{x(t)}{(t+1)^2} = 0, \quad x(0) = -1, \quad x'(0) = 0 \]

Explain why this IVP provides another model for the motion of an aging spring that is sliding back and forth (without damping) on a support table. [Suggestion: let \( s = t + 1, u(s) = x(t) \). Then \( u(s) \) satisfies the Euler equation \( s^2 u''(s) + u(s) = 0 \). See the references on page 211 for solution formulas for Euler ODEs.]
3. Graph the solution $x(t)$ from Problem 2 over the interval $0 \leq t \leq 300$ and compare the graph to the one for the ODE, $x'' + e^{-at}x = 0$, $x = 0$, $x'(0) = 0$, $a = 0.04$ (see Screen 2.6 in Module 11). Repeat for other values of $a$. 
Suppose that we have an undamped pendulum whose length $L = a + bt$ increases linearly over time. Then the ODE that models the motion of this pendulum is

$$\begin{align*}
(a + bt)\theta''(t) + 2b\theta'(t) + g\theta(t) &= 0 \quad (13)
\end{align*}$$

where $\theta$ is small enough that $\sin \theta \approx \theta$, the mass of the pendulum bob is 1, and the value of the acceleration due to gravity is $g = 32$.\(^1\)

1. With $a = b = 1$ and initial conditions $\theta(0) = 1$ and $\theta'(0) = 0$, use ODE Architect to solve ODE (13) numerically. What happens to $\theta(t)$ as $t \to +\infty$?

2. Under the same conditions, what happens to the oscillation time of the pendulum as $t \to +\infty$? (The oscillation time is the time between successive maxima of $\theta(t)$.)

\(^1\)See the article “Poe’s Pendulum” by Borrelli, Coleman, and Hobson in *Mathematics Magazine*, Vol. 58 (1985) No. 2, pp. 78–83. See also “Child on a Swing” in Module 10.
3. Show that the change of variables

\[ s = \frac{2}{b} \sqrt{(a + bt)g}, \quad x = \theta \sqrt{a + bt} \]

transforms Bessel’s equation of order 1

\[ s^2 \frac{d^2 x}{ds^2} + \frac{dx}{ds} + (s^2 - 1)x = 0 \]

into ODE (13) for the lengthening pendulum. [Suggestion: Take a look at the section “Transforming Bessel’s Equation to the Aging Spring Equation” in this chapter to help you get started. Use the change of variables given above to express the solution of the IVP in Problem 1 using Bessel functions.]
Overview

In this chapter we’ll look at solutions of a forced damped pendulum ODE. In the linear approximation of small oscillations, this ODE becomes the standard constant-coefficient ODE \( x'' + cx' + kx = F(t) \), which can be solved explicitly in all cases. Without the linear approximation, the pendulum ODE contains the term \( k\sin x \) instead of \( kx \). Now the study becomes much more complicated. We’ll focus on the special case of the nonlinear pendulum ODE

\[
x'' + cx' + \sin x = A \cos t
\]

but our results leave a world of further things to be discovered. We’ll show that appropriate initial conditions will send the pendulum on any desired sequence of gyrations, and hint at how to control the chaos by finding such an initial condition.
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Forced damped pendulum; sensitivity to initial conditions; chaos; control; Poincaré sections; discrete dynamical systems; Lakes of Wada; control

See also

Chapter 10 for background on the pendulum. Chapter 13 for more on discrete dynamical systems and other instances of chaos and sensitivity to initial conditions.
**Introduction**

How might chaos and control possibly be related? These concepts appear at first to be opposites, but in fact they are two faces of the same coin!

A good way to start discussing this apparent paradox is to think about learning to ski. The beginning skier tries to be as stable as possible, with feet firmly planted far enough apart to give confidence that she or he will not topple over. If you try to ski in such a position, you cannot turn, and the only way to stop, short of running into a tree, is to fall down. Learning to ski is largely a matter of giving up on “stability,” bringing your feet together so as to acquire controllability! You need to allow chaos in order to gain control.

Another example of the relation between chaos and control is the early aircraft available at the beginning of World War I, carefully designed for greatest stability. The result was that their course was highly predictable, an easy target for anti-aircraft fire. Very soon the airplane manufacturers started to build in enough instability to allow maneuverability!

**Solutions as Functions of Time**

The methods of analysis we will give can be used for many other differential equations, such as Duffing’s equation

\[ x'' + cx' + x - x^3 = A \cos \omega t, \]

or the differential equation

\[ x'' + cx' + x - x^2 = A \cos \omega t, \]

which arises when studying the stability of ships. The explorations at the end of this chapter suggest some strategies for these problems.

Let’s begin to study ODE (1) with \( c = 0.1 \):

\[ x'' + 0.1x' + \sin x = A \cos t \]

Let’s compute some solutions, starting at \( t = 0 \) with \( A = 1 \) and various values of \( x(0) \) and \( x'(0) \), and observe the motion out to \( t = 100 \), or perhaps longer (see Figure 12.1). We see that most solutions eventually settle down to an oscillation with period \( 2\pi \) (the same period as the driving force). This \( xt \)-plot actually shows oscillations about \( x \)-values which differ by multiples of \( 2\pi \).

This settling down of behaviors at various levels is definitely a feature of the parameter values chosen: for the amplitude \( A = 2.5 \) in ODE (4), for instance, there appears to be no steady-state oscillation at all.

Looking at such pictures is quite frustrating: it is very hard to see the pattern for which initial conditions settle down to which stable oscillations, and which will not settle down at all.
Poincaré Sections

Poincaré found a way to understand and visualize the behavior of our differential equation: he sampled solutions of ODE (4) at multiples of the period $2\pi$ of the driving function:

$$0, 2\pi, 4\pi, \ldots, 2k\pi, \ldots$$

This is much like taking pictures with a strobe light.

An equivalent way of saying this is to say that we will iterate the mapping $P : \mathbb{R}^2 \to \mathbb{R}^2$ which takes a point $(a, b)$ in $\mathbb{R}^2$, computes the solution $x(t)$ with $x(0) = a$, $x'(0) = b$, and sets

$$P(a, b) = (x(2\pi), x'(2\pi))$$

(5)

This mapping $P$ is called a Poincaré mapping. If you apply the operator $P$ to $(a, b)$ $k$ times in succession, the result is $P^k(a, b)$ and we see that

$$P^k(a, b) = (x(2k\pi), x'(2k\pi))$$

In a sense, the Poincaré section is simply a crutch: every statement about Poincaré sections corresponds to a statement about the original ODE, and vice versa. But this crutch is invaluable since the orbits of a nonautonomous ODE such as ODE (4) often intersect each other and themselves in a hopelessly tangled way.

Figure 12.1: Solution curves of ODE (4) with $x(0) = 0$, $x'(0) = 2$, 2.1.

◆ Poincaré Sections

Note that the clock starts at $t_0 = 0$ when generating Poincaré plots.

When the $x'x$-plane is used to chart the evolution of the points $P^k(a, b), k = 1, 2, \ldots$, it is called the Poincaré plane.

1Chapter 13 discusses iterating maps $f : \mathbb{R} \to \mathbb{R}$; there you will find that the map $f(x) = \lambda x(1 - x)$ is filled with surprises. Before trying to understand the iteration of $P$, which is quite complicated indeed, the reader should experiment with several easier examples, like linear maps of $\mathbb{R} \to \mathbb{R}^2$. 
Periodic Points

A good way to start investigating the Poincaré mapping \( P \) (or for that matter, the iteration of any map) is to ask: what periodic points does it have? Setting \( x' = y \), a periodic point is a point \((x, y)\) in \( \mathbb{R}^2 \) such that for some integer \( k \) we have \( P^k(x, y) = (x, y) \). Fixed points are periodic points with \( k = 1 \), and are particularly important.

Periodic points of period \( k \) for \( P \) are associated with periodic solutions of ODE (4) of period \( 2k \pi \). In particular, if \( x(t) \) is a solution which is periodic of period \( 2\pi \), then

\[
(x(0), x'(0)) = (x(2\pi), x'(2\pi))
\]

is a fixed point of \( P \). If you observe this solution with a strobe which flashes every \( 2\pi \), you will always see the solution in the same place.

The Unforced Pendulum

If there is no forcing term in ODE (4), then we have an autonomous ODE like those treated in Chapter 10.

Example: The ODE

\[
x'' + x' + 10 \sin x = 0
\]

models a damped pendulum without forcing. A phase plane portrait is shown in Figure 12.2 (\( \theta = x \) and \( y = x' \) in the figure). Note that the equilibrium points (of the equivalent system) at \( x = 2n\pi \), \( x' = 0 \) are spiral sinks, but the equilibrium points at \( x = (2n + 1)\pi \), \( x' = 0 \) are saddles. Note also that the phase plane is divided into slanting regions, each of which has the property that its points are attracted to the equilibrium point inside the region. These regions are called basins of attraction. If a forcing term is supplied, these basins become all tangled up (Figure 12.4 on page 227).

There is a Poincaré mapping \( P \) for the unforced damped pendulum, which is fairly easy to understand, and which you should become familiar with before tackling the forced pendulum. In this case, two solutions of ODE (4) with \( A = 0 \) stand out: the equilibria \( x(t) = 0 \) and \( x(t) = \pi \) for all \( t \). Certainly if the pendulum is at one of these equilibria and you illuminate it with a strobe which flashes every \( T \) seconds, where \( T \) is a positive number, you will always see the pendulum in the same place. Thus these points are fixed points of the corresponding Poincaré mapping \( P \). In the \( xx' \)-plane, the same thing happens at the other equilibrium points, that is, at the points \( \ldots, (-2\pi, 0), (0, 0), (2\pi, 0), \ldots \) for the “downward” stable equilibria, and at the points \( \ldots, (-3\pi, 0), (-\pi, 0), (\pi, 0), \ldots \) for the unstable equilibria.

The analysis in Module 10 using an integral of motion should convince you that for the unforced damped pendulum, these are the only periodic points: if the pendulum is not at an equilibrium, the value of the integral decreases with time, and the system cannot return to where it was.
If you start the pendulum with both $x(0)$ and $x'(0)$ small, the damping will simply kill off the motion, and the pendulum will be attracted to the downward equilibrium. The point $(0, 0)$ in state space is called a sink.

The behavior is more interesting near an unstable equilibrium. Imagine imparting an initial velocity to the bob by kicking it. For a small kick, it will swing back. Now kick it a little harder: it will rise higher, and still swing back. Kick it harder still, and it will make it over the top, and hit you in the back if you aren’t careful. Dividing the kicks which don’t make it over from those that do is a very special kick, where the pendulum rises forever, more and more slowly, tending to the unstable equilibrium. Thus there are initial conditions which generate solutions that tend to the unstable equilibrium; in the Poincaré plane these solutions form two curves which meet end to end at the fixed point corresponding to the unstable equilibrium. Together they form the stable separatrix of the fixed point. There are also curves of initial conditions which come from the unstable equilibrium; together they form the unstable separatrix of the equilibrium. See Figure 12.3 (where $y = x'$).

As stated earlier, a good first thing to do when iterating a map is to search for the periodic points; a good second thing to do is to find the periodic points which correspond to unstable equilibria (saddles, in the case of the pendulum) and find their separatrices.

For the unforced damped pendulum, the equilibria of the differential equation and the fixed points of any Poincaré map coincide; so, too, do the separatrices of the unstable equilibria (in the phase plane) and the separatrices of the corresponding saddle fixed points in the Poincaré plane. These separatrices separate the trajectories which approach a given sink from the trajectories that approach a different sink.
Figure 12.3: Stable and unstable separatrices at a saddle for an unforced damped pendulum. Which are the stable separatrices?

✓ “Check” your understanding by reproducing the plot in Figure 12.3.

◆ The Damped Forced Pendulum

We described above the Poincaré plane for the unforced pendulum. The same description holds for the forced pendulum. A figure showing a Poincaré map for a forced pendulum appears as the chapter cover figure. Thus, in the Poincaré plane, we expect to see a collection of fixed points corresponding to the oscillations to which the pendulum “settles down”, and each has a basin: the set of initial conditions which will settle down to it. The basins appear to be extraordinarily tangled and complicated, and they are. The reader should put up the picture of the basins (Screen 2.6 in Module 12), and practice superimposing iterations on the figure, checking that if you start in the blue basin, the entire orbit remains in the blue basin, perhaps taking a complicated path to get near the sink, but making it in the end.

◆ Tangled Basins, the Wada Property

In the tangled basins Screen 3.3 of Module 12, each basin appears to be made of a central piece, and four canals which go off and meander around the plane. The meandering appears to be completely random and chaotic, and the only thing the authors really know about the shapes of the basins of our undamped pendulum is the following fact: The basins have the Wada property: every
Figure 12.4: Tangled basins for a forced damped pendulum.

point of the boundary of any basin is in the boundary of all the others. Thus if you start at a boundary point of any basin, and perturb the initial condition an arbitrarily small amount, you can land in any of the infinitely many basins.

A careful look at Figure 12.4 should convince you that this stands a good chance of being true: Each region of a canal boundary point includes pieces on many curves. It isn’t clear, of course, that there are canals of all the basins between any two canals.

It is one thing to think that the Wada property is likely true, and quite another to prove it. It isn’t clear how you would prove anything whatsoever about the basins: they do not appear to be amenable to precise study.

To get a grip on these basins, the first step is to understand why they appear to be bounded by smooth curves, and to figure out what these smooth curves are. For each sink (solid white squares in Figure 12.4), there are in fact four periodic points, each of period two, which are saddles, such that for each saddle one of its two unstable separatrices is entirely contained in the corresponding basin.

---

2 The boundary \( \partial U \) of an open set \( U \subset \mathbb{R}^2 \) is a point \( x \in \mathbb{R}^2 \) which is not in \( U \), but such that there exists a sequence of points \( x_n \in U \) which converges to \( x \). Later we will encounter the notion of accessible boundary: the points \( x \in \partial U \) such that there exists a parametrized curve \( \gamma: (0, 1] \rightarrow U \) such that \( \lim_{t \to 0} \gamma(t) = x \). For simple open sets, the boundary and the accessible boundary coincide, but not for our basins.
The next step is to show that the accessible boundary of the basin is made up of the stable separatrices of these saddles. This uses the technique of basin cells, as pioneered by Kennedy, Nusse, and Yorke. To see a fleshed-out sketch, see the C-ODE-E article referenced at the end of this chapter.

◆ Gaining Control

The statement about the basins having the Wada property is, in some sense, a negative statement, saying that there is maximum possible disorder. Is there some positive statement one can make about the forced pendulum (for these parameter values)? It turns out that there is. The precise statement is as follows.

During one period of the forcing term, say during
\[ t \in \text{the interval } I_k = [2k\pi, 2(k + 1)\pi] \]
the pendulum will do one of the following four things:

- It will cross the bottom position exactly once moving clockwise (count this possibility as \(-1\));
- It will cross the bottom position exactly once moving counterclockwise (count this possibility as \(+1\));
- It will not cross the bottom position at all (count this possibility as \(0\));
- It will do something else (possibility NA).

Note that most solutions appear to be attracted to sinks, and that the stable oscillation corresponding to a sink crosses the bottom position twice during each \(I_k\), and hence these oscillations (and most oscillations after they have settled down) belong to the NA category.

The essential control statement we can make about the pendulum is the following:

For any biinfinite sequence \(\ldots, \varepsilon_{-1}, \varepsilon_0, \varepsilon_1, \ldots\) of symbols \(\varepsilon_i\) selected from the set \(\{-1, 0, 1\}\), there exist values \(x(0), x'(0)\) such that the solution with this initial condition will do \(\varepsilon_k\) during the time interval \(I_k\).

The chaos game in Module 12 suggests why this might be true; the techniques involved in the proof were originally developed by Smale.

---

3 Judy Kennedy, Helena Nusse, and James Yorke are mathematicians at the Universities of Delaware, Utrecht, and Maryland, respectively.

4 Stephen Smale is a contemporary mathematician who was awarded a Fields medal (the mathematical equivalent of a Nobel prize) in the early 1960’s. See Devaney in the references at the end of this chapter.
Figure 12.5: Start in quadrilateral $Q_0$ and reach forward into $Q_1$ and backward into $Q_{-1}$.

We start by drawing quadrilaterals $Q_k$ around the $k$th saddle, long in the unstable direction and short in the stable direction, such that they cross a good part of the tangle. We can now translate our symbols $\varepsilon_i$, which refer to the differential equation, into the Poincaré mapping language.

If at time $t = 2k\pi$ the pendulum is in $Q_k$ and at time $2(k + 1)\pi$ it is in $Q_{k+\varepsilon}$, then during $I_k$ the pendulum does $\varepsilon_k$. So it is the same thing to require that a trajectory of the pendulum realize a particular symbol sequence, and to require that an orbit of the Poincaré map visit a particular sequence of quadrangles, just so long as successive quadrangles be neighbors or identical.

Draw the forward image of that quadrilateral, and observe that it grows much longer in the unstable direction and shrinks in the stable direction; we will refer to $P(Q_k)$ as the $k$th snake, $S_k$. The entire proof comes down to understanding how $S_k$ intersects $Q_{k-1}$, $Q_k$, and $Q_{k+1}$.

The thing to be checked is that $S_k$ intersects all three quadrilaterals in elongated regions going from top to bottom, and that the top and bottom of $Q_k$ map to parts of the boundary of $S_k$ which are outside $Q_{k-1} \cup Q_k \cup Q_{k+1}$. See Figure 12.5 for an example of a winning strategy for three adjacent quadrilaterals.

Once you have convinced yourself that this is true, you will see that every symbolic sequence describing a history of the pendulum is realized by an intersection of thinner and thinner nested subquadrangles.

A similar argument shows that a symbolic sequence describing a future of the pendulum corresponds to a sequence of thinner and thinner subquadrangles going from left to right. The details are in the C.ODE.E paper by
We have shown how to gain control of the motions of the driven pendulum. In particular, if we want the pendulum “robot” to execute a prescribed set of rotations, all we have to do is put it in the right initial state and switch on the driving force. Although everything has been phrased in terms of a pendulum, the approach extends to almost any kind of chaotic motion. Engineers, scientists, and mathematicians are now designing prototypes of chaotic control systems based on these ideas. One of the most intriguing applications uses a chaotic sequence to encode a digital message. The sequence is “added” to the message, and the intended recipient then subtracts the chaos to read the message. Chaos is often an undesirable aspect of physical motions. Devices have recently been built that force a chaotic system to stay focused on a desired response. All of this is new, so we can’t say just how the applications will evolve. See the books by Kapitaniak, Nayfeh, and Ott for more on chaotic controls and controlling chaos.
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Exploration 12.1.

In each problem describe what you see and explain what the figures tell you about the behavior of the pendulum.

1. Choose a value for \( c \neq 0.1 \), take \( A = 1 \) in ODE (1), and produce graphs like those in the chapter cover figure and Figure 12.1.

2. Choose a value for \( A \neq 1 \) and \( c = 0.1 \) in ODE (1) and produce graphs like those in the chapter cover figure and Figure 12.1.

3. Choose a value for \( \omega \neq 1 \) in the ODE

\[
x'' + 0.1x' + \sin x = \cos \omega t
\]

and produce graphs like those in the chapter cover figure and Figure 12.1.
4. Repeat Problems 1 and 2, but for the Duffing ODE,

\[ x'' + cx' + x - x^3 = A \cos t \]

5. Repeat Problems 1 and 2, but for the ODE with a quadratic nonlinearity,

\[ x'' + cx' + x - x^2 = A \cos t \]
Supply and demand converge to a stable equilibrium.

**Overview** Processes such as population dynamics that evolve in discrete time steps are best modeled using discrete dynamical systems. These take the form \( x_{n+1} = f(x_n) \), where the variable \( x_n \) is the state of the system at “time” \( n \) and \( x_{n+1} \) is the state of the system at time \( n + 1 \). Discrete dynamical systems are widely used in ecology, economics, physics and many other disciplines. In this section we present the basic techniques and phenomena associated with discrete dynamical systems.

**Key words** Iteration; fixed point; periodic point; cobweb and stairstep diagrams; stability; sinks; sources; bifurcation diagrams; logistic maps; chaos; sensitive dependence on initial conditions; Julia sets; Mandelbrot sets

**See also** Chapter 6 for more on sinks and sources in differential equations, and Chapter 12 for Poincaré sections and chaotic pendulum motion.
Discrete dynamical systems arise in a large variety of applications. For example, the population of a species that reproduces on an annual basis is best modeled using discrete systems. Discrete systems also play an important role in understanding many continuous dynamical systems. For example, points calculated by a numerical ODE solver form a discrete dynamical system that approximates the solution of an initial value problem for an ODE. The Poincaré section described in Chapter 12 is another example of a discrete dynamical system that gives information about a system of ODEs.

A discrete dynamical system is defined by the iteration of a function $f$, and takes the form

$$x_{n+1} = f(x_n), \quad n \geq 0, \quad x_0 \text{ given} \quad (1)$$

Here are two examples. In population dynamics, some populations are modeled using a proportional growth model

$$x_{n+1} = L_\lambda(x_n) = \lambda x_n, \quad n \geq 0, \quad x_0 \text{ given} \quad (2)$$

where $x_n$ is the population density at generation $n$ and $\lambda$ is a positive number that measures population growth from generation to generation. Another common model is the logistic growth model:

$$x_{n+1} = g_\lambda(x_n) = \lambda x_n(1 - x_n), \quad n \geq 0, \quad x_0 \text{ given}$$

Let’s return to the general discrete system (1). Starting with an initial condition $x_0$, we can generate a sequence using this rule for iteration: Given $x_0$, we get $x_1 = f(x_0)$ by evaluating the function $f$ at $x_0$. We then compute $x_2 = f(x_1)$, $x_3 = f(x_2)$, and so on, generating a sequence of points $\{x_n\}$. Each $x_n$ is the $n$-fold composition of $f$ at $x_0$ since

$$x_2 = f(f(x_0)) = f^2(x_0)$$
$$x_3 = f(f(f(x_0))) = f^3(x_0)$$
$$\vdots$$
$$x_n = f^n(x_0)$$

(Some authors omit the superscript $^\circ$.)

The infinite sequence of iterates $O(x_0) = \{x_n\}_{n=0}^\infty$ is called the orbit of $x_0$ under $f$, and the function $f$ is often referred to as a map. For example, if we take $\lambda = 1/2$ and the initial condition $x_0 = 1$ in the proportional growth model (2), we get the orbit for the map $L$:

$$x_0 = 1, \quad x_1 = 1/2, \quad x_2 = 1/4, \ldots$$

Refer to Screen 1.2 of Module 13 for four representations of the orbit of an iteration: as a sequence $\{x_0, x_1 = f(x_0), x_2 = f(x_1), \ldots\}$; a numerical list whose columns are labeled $n$, $x_n$, $f(x_n)$; a time series where $x_n$ is plotted against “time” $n$; and a stairstep/cobweb diagram for graphical analysis.

The chapter cover figure shows a stairstep diagram for the model $x_{n+1} = 0.7x_n + 100$. Figures 13.1 and 13.2 show cobweb diagrams for the logistic
model \( x_{n+1} = \lambda x_n (1 - x_n) \), with \( \lambda = 3.51 \) and 3.9, respectively. In all of these figures, the diagonal line \( x_{n+1} = x_n \) is also plotted. The stairstep and cobweb diagrams are constructed by selecting a value for \( x_0 \) on the horizontal axis, moving up to the graph of the iterated function to obtain \( x_1 \), horizontally over to the diagonal then up (or down) to the graph of the function to obtain \( x_2 \), and so on. These diagrams are used to guide the eye in moving from \( x_n \) to \( x_{n+1} \).

\section*{Equilibrium States}

As with autonomous ODEs, it is useful to determine the equilibrium states for a discrete dynamical system. First we need some definitions:

- A point \( x^* \) is a \textit{fixed point} of \( f \) if \( f(x^*) = x^* \). A fixed point is easy to spot in a stairstep or cobweb diagram even before the steps and webs are plotted: the fixed points of \( f \) are where the graph of \( f \) intersects the diagonal.

- A point \( x^* \) is a \textit{periodic point of period} \( n \) of \( f \) if \( f^n(x^*) = x^* \) and \( f^k(x^*) \neq x^* \) for \( k < n \). A fixed point is a periodic point of period 1.

Both the proportional and logistic growth models have the fixed point \( x = 0 \). For certain values of \( \lambda \) the logistic model has periodic points; Figure 13.1 suggests that the model has a period-4 orbit if \( \lambda = 3.51 \).

✓ “Check” your understanding by showing that the logistic model has a second fixed point \( x^* = (\lambda - 1)/\lambda \). Does the proportional growth model for \( \lambda > 0 \) have any periodic points that are not fixed?

A fixed point \( x^* \) of \( f \) is said to be \textit{stable} (or a \textit{sink}, or an \textit{attractor}) if every point \( p \) in some neighborhood of \( x^* \) approaches \( x^* \) under iteration by \( f \), that is, if \( f^n(p) \to x^* \) as \( n \to +\infty \). The set of all points such that \( f^n(p) \to x^* \) as \( n \to +\infty \) is the \textit{basin of attraction} of \( p \). A fixed point \( x^* \) is \textit{unstable} (or a \textit{source} or \textit{repeller}) if every point in some neighborhood of \( x^* \) moves out of the neighborhood under iteration by \( f \). If \( x^* \) is a period-\( n \) point of \( f \), then the orbit of \( x^* \) is said to be \textit{stable} if \( x^* \) is stable as a fixed point of the map \( f^n \). The orbit is \textit{unstable} if \( x^* \) is unstable as a fixed point of \( f^n \). Stability is determined by the \textit{derivative} of the map \( f \), as the following tests show:

- A fixed point \( x^* \) is stable if \( |f'(x^*)| < 1 \), and unstable if \( |f'(x^*)| > 1 \).

- A period-\( n \) point \( x^* \) (and its orbit) is stable if \( |(f^n)'(x^*)| < 1 \), and unstable if \( |(f^n)'(x^*)| > 1 \).

Stable periodic orbits are \textit{attracting} because nearby orbits approach them, while unstable periodic orbits are \textit{repelling} because nearby orbits move away from them.
Figure 13.1: The cobweb diagram for the logistic map, \( x_{n+1} = 3.51 x_n (1 - x_n) \), suggests that iterates of \( x_0 = 0.72 \) approach a stable orbit of period 4.

✓ Is the fixed point in the chapter cover figure stable? Is the period-4 orbit in Figure 13.1 stable? How about the two fixed points in that figure? [Suggestion: Use the Discrete Tool as an aid in answering these questions.]

◆ Linear versus Nonlinear Dynamics

The solutions of linear and of nonlinear ODEs are compared and contrasted in Chapter/Modules 6 and 7. Now we will do the same comparison for linear and nonlinear maps of the real line into itself.

Let’s look at the iteration of linear functions such as the proportional growth model (2), \( x_{n+1} = \lambda x_n \), which has a fixed point at \( x^* = 0 \). This fixed point is stable if \(|\lambda| < 1\), so the orbit of every initial population tends to 0 as \( n \to \infty \). If \( \lambda = 1 \), then \( x_{n+1} = x_n \), and hence every point is a fixed point. The fixed point at \( x^* = 0 \) is unstable if \(|\lambda| > 1\), and all initial populations tend to \( \infty \) as \( n \to \infty \). If \( \lambda = -1 \) then \( x^* = 0 \) is the only fixed point and every other point is of period 2 since \( x_{n+2} = -x_{n+1} = -(-x_n) = x_n \).

The iteration of any linear function \( f(x) = ax + b \) (with slope \( a \neq 1 \)) behaves much like the proportional growth model. Fixed points are found by solving \( ax^* + b = x^* \), and their stability is governed by the magnitude of \( a \).

The iteration of nonlinear functions can be much more complex than that of linear functions. In particular, nonlinear functions can exhibit chaotic behavior, as well as periodic behavior. To illustrate the types of behavior typical
Stability of a Discrete Dynamical System

Figure 13.2: The cobweb diagram of the logistic map $x_{n+1} = 3.9x_n(1-x_n)$ suggests that iterates of $x_0 = 0.8361$ either approach an attracting periodic orbit of very high period, or else wander chaotically.

to nonlinear functions we consider, in the second submodule of Module 13, the one-parameter family of logistic functions

$$g_\lambda(x) = \lambda x(1-x)$$

Figure 13.2 shows how complex an orbit of a logistic map may be for certain values of $\lambda$.

◆ Stability of a Discrete Dynamical System

Now we turn our attention to the stability of an entire dynamical system rather than just that of a fixed point. One of the most important ideas of dynamical systems (discrete or continuous) is that of hyperbolicity. Hyperbolic points are stable to small changes in the parameters of a dynamical system. This does not mean that a perturbation (a small change) of the function leaves a fixed or periodic point unchanged. It simply means that the perturbed function will also have a fixed point or periodic point “nearby,” and that this point has the stability properties of the corresponding point of the unperturbed function. For example, at $\lambda = 2$ the function $g_2(x)$ has an attracting fixed point $x^* = 0.5$. For values of $\lambda$ near 2, the function $g_3(x)$ also has an attracting fixed point $x^* = (\lambda - 1)/\lambda$. For example, if $\lambda = 2.1$ then the attracting fixed point is $x^* = 0.524$. Even though the fixed point moved a little as $\lambda$ increased, the
fixed point still exists and it is still attracting. The following theorem provides a way of determining whether fixed points and periodic orbits are hyperbolic.

**THEOREM 13.1** Given a discrete dynamical system \( x_{n+1} = f_\lambda(x_n) \), a fixed point \( x^* \) of \( f_\lambda(x) \) is hyperbolic if \( |f'_\lambda(x^*)| \neq 1 \). Similarly, a periodic point \( x^* \) of period \( n \) (and its orbit) is hyperbolic if \( |(f^{(n)}_\lambda)'(x^*)| \neq 1 \).

Because the number and type of periodic points do not change at parameter values where \( f_\lambda(x) \) has hyperbolic points, we say that the qualitative structure of the dynamical system remains unchanged. On the other hand, this theorem also implies that changes in the qualitative structure of a family of discrete dynamical systems can occur only when a fixed or periodic point is not hyperbolic. We see this in the proportional growth model \( x_{n+1} = \lambda x_n \) when \( \lambda = 1 \) and \( \lambda = -1 \). For \( \lambda = 1 - \epsilon \) [and hence \( L_{1-\epsilon}'(1) = \lambda = 1 - \epsilon \)] the fixed point \( x = 0 \) is attracting. But for \( \lambda = 1 + \epsilon \) the fixed point is repelling. Thus, as \( \lambda \) passes through the value 1, the stability of the fixed point changes from attracting to repelling and the qualitative structure of the dynamical system changes.

**Bifurcations**

A change in the qualitative structure of a discrete dynamical system, such as a change in the stability of a fixed point, is known as a *bifurcation*. If \( f_\lambda \) is nonlinear, several types of bifurcations can occur; here are two common types.

The first, known as a *saddle-node* bifurcation, occurs when \( x^* \) is a periodic point of period \( n \) and \( (f^{(n)}_\lambda)'(x^*) = 1 \). In a saddle-node bifurcation, the periodic point \( x^* \) splits into a pair of periodic points, both of period \( n \), one of which is attracting and the other repelling. A saddle-node bifurcation occurs in the logistic growth family \( g_\lambda(x) \) when \( \lambda = 1 \). At this value the fixed point \( x^* = 0 \) (which is attracting for \( \lambda < 1 \)) splits into a pair of fixed points, \( x^* = 0 \) (repelling for \( \lambda > 1 \)), and \( x^* = (\lambda - 1)/\lambda \) (attracting for \( \lambda > 1 \)). This type of bifurcation is sometimes called an *exchange of stability* bifurcation.

The second important type of bifurcation is called *period-doubling* and occurs when \( x^* \) is a periodic point of period-\( n \) and \((f^{(n)}_\lambda)'(x^*) = -1 \). In this bifurcation the attracting period-\( n \) point becomes repelling and an attracting period-\( 2n \) orbit is spawned. (Note that the stability can be reversed.) This occurs in the logistic family \( g_\lambda(x) \) when \( \lambda = 3 \). At this parameter value, the attracting fixed point \( x^* = (\lambda - 1)/\lambda \) becomes repelling and a stable period-2 orbit emerges with one point on each side of \( x^* = (\lambda - 1)/\lambda \). Since the logistic equations model population growth, this says that the population converges to an equilibrium for growth rate constants \( \lambda \) less than 3. However, for values of \( \lambda \) greater than 3, the population oscillates through a sequence of values.

The bifurcations that occur in a one-parameter family of discrete dynamical systems can be summarized in a *bifurcation diagram*. For each value of the parameter (on the horizontal axis) the diagram shows the long-term behavior under iteration of a “typical” initial point. For example, if you see
a single point in the diagram above a particular parameter value, that point
 correlates to an attracting fixed point. The spot in the diagram where you
 see an arc of attracting fixed points split into two arcs corresponds to a bi-
 furcation from an attracting fixed point to an attracting orbit of period 2 (i.e.,
 period doubling). If the diagram shows a multitude of points above a given
 parameter value, then either you are seeing an attracting periodic orbit of a
 very high period, or else you are seeing chaotic wandering. It should be noted
 that when constructing the bifurcation diagram for each parameter value and
 initial point, the first 50 or so iterates are omitted so that only the long-term
 behavior is visible in the diagram. See Figure 13.3 and Screen 2.4 in Mod-
 ule 13 for the bifurcation diagram of the logistic map.

The stable arcs in these diagrams are usually straightforward to generate
 numerically. We constructed a bifurcation diagram on an interval \([\lambda_{\text{min}}, \lambda_{\text{max}}]\)
 for the logistic population model \(x_{n+1} = g_\lambda(x_n)\) using the following proce-
 dure.

1. Fix \(\lambda_{\text{min}}, \lambda_{\text{max}}, \lambda_{\text{inc}}, n_{\text{min}}, n_{\text{max}}\). Here \(\lambda_{\text{inc}}\) is the step size between suc-
 cessive values of \(\lambda\) while \(n_{\text{min}}\) and \(n_{\text{max}}\) are bounds on the number of
 iterates used to construct the diagram; they control the accuracy of the
 diagram. Typical values are \(n_{\text{min}} = 50\) and \(n_{\text{max}} = 150\).

2. Let \(\lambda = \lambda_{\text{min}}\).

3. Taking \(x_0 = 0.5\) for example, compute the first \(n_{\text{min}}\) iterates of \(g_\lambda\) with-
 out plotting anything. This eliminates transient behavior.

Figure 13.3: Part of the bifurcation diagram for the logistic map.
4. As \( n \) increases from \( n_{\text{min}} \) to \( n_{\text{max}} \), plot the points \((\lambda, g^{\circ n}(0.5))\). If the orbit of 0.5 converges to a periodic orbit, only points near this orbit are plotted. If the orbit of 0.5 isn’t periodic, then the points above \( \lambda \) seem to be almost randomly distributed.

5. Let \( \lambda = \lambda + \lambda_{\text{inc}} \).

6. If \( \lambda < \lambda_{\text{max}} \), go back to Step 3 and repeat the process.

✓ Go to the One-dimensional tab of the Discrete Tool. Use the default values, but set the value of \( c \) at 1 (\( c \) in the tool plays the role of \( \lambda \) in Chapter/Module 13). Turn on the bifurcation diagram. Keep your finger on the up-arrow for \( c \) and describe what is happening. Any attracting periodic orbits? For what values of \( c \) do these orbits occur? What are the periods?

**Periodic and Chaotic Dynamics**

One of the most celebrated theorems of discrete dynamical systems is often paraphrased “Period 3 Implies Chaos.” This theorem, originally proven by Šarkovskii and independently discovered by Li and Yorke\(^1\), is a remarkable result in that it requires little information about the dynamical system and yet it returns a treasure trove of information.

**Theorem 13.2** If \( f \) is a continuous function on the real line and if there exists a point of period 3, then there exist points of every period.

For the logistic population model there exists an attracting period-3 orbit at \( \lambda = \sqrt{8} + 1 \approx 3.83 \), and most initial conditions in the unit interval converge to this orbit (see Figure 13.4). In terms of our model, most populations tend to oscillate between the three different values of the period-3 orbit. Theorem 13.2 states that even more is going on at \( \lambda = \sqrt{8} + 1 \) than meets the eye. If we pick any positive integer \( n \), there exists a point \( p \) such that \( n \) is the smallest positive integer allowing \( g^{\circ n}(p) = p \). Thus, for example, there exists a point that returns to itself in 963 iterates. The reason we don’t “see” this periodic orbit (or, indeed, any periodic orbit, except that of period 3) is that it is unstable, so no iterate can approach it. But orbits of every period are indeed present if \( \lambda = \sqrt{8} + 1 \).

\(^1\)James Yorke and T.Y. Li are contemporary mathematicians who published their result in 1975 (see References). They were the first to apply the word “chaos” to the strange behavior of the iterates of functions such as \( g_\lambda \). A.N. Šarkovskii published a stronger result in 1964, in Russian, in the *Ukrainian Mathematical Journal*, but it remained unknown in the West until after the paper by Yorke and Li had appeared.
What is Chaos?

So, you’re probably asking, what is chaos? The definition of chaos is a bit slippery. In fact, mathematicians are still arguing about a proper definition. But to get the idea across we’ll use one due to Devaney.

Let $S$ be a set such that if $x$ lies in $S$, then $f^n(x)$ belongs to $S$ for all positive integers $n$. The set $S$ is called invariant. If you start in an invariant set, you can’t get out! Now let’s define what we mean by chaos in an invariant set $S$.

A map $f : S \rightarrow S$ is chaotic if:

1. periodic points are dense in $S$;
2. $f$ displays sensitive dependence on initial conditions in $S$; and
3. $f$ is topologically transitive in $S$.

The first condition of this definition is explained like this: A set $A$ is dense in another set $B$ if for every point $x$ in $B$ and every open set $U$ containing $x$ there exists points of $A$ that are also in $U$. Therefore, condition 1 says that periodic points are almost everywhere in $S$. This means that $S$ contains many periodic points; Theorem 13.2 gives a condition guaranteeing infinitely many of these points.
In the second condition, *sensitive dependence on initial conditions* means that points that are initially close to one another eventually get moved far apart under iteration by $f$.

Finally, $f$ is *topologically transitive* (or *mixing*) if given any pair of open sets $U$ and $V$ in $S$, some iterate of $f$ takes one or more points of $U$ into $V$. This means that points of open sets get spread throughout the set $S$.

The most significant item on this list for applied problems is sensitive dependence on initial conditions. Let’s consider the logistic growth model at a parameter value where the dynamics are chaotic. Sensitive dependence implies that no matter how close two populations may be today, there will be a time in the future when the populations differ significantly. So environmental disturbances that cause small population changes will eventually lead to large changes, if chaotic dynamics exist.

Chaotic dynamics occur in a wide range of models. Although the definitions above are given in terms of a single scalar dynamical system, everything extends to higher dimensions, and many of the applications are two- or three-dimensional. In addition to models of population dynamics, chaos has been observed in models of the weather, electrical circuits, fluid dynamics, planetary motion, and many other phenomena. The relatively recent understanding of chaos has shed new light on the complexity and beauty of the world we inhabit.

◆ **Complex Numbers and Functions**

Probably the most popular type of discrete dynamical system is a *complex dynamical system* where the variables are complex numbers instead of real numbers. The intricate fractal structures common to images generated using complex dynamics have appeared everywhere from calendars to art shows and have inspired both artists and scientists alike. Many of the fundamental ideas of complex dynamics are identical to those of real dynamics and have been discussed in previous sections. In what follows, we will highlight both the similarities and differences between real and complex dynamics.

Recall that complex numbers arise when factoring quadratic polynomials with negative discriminant. Because the discriminant is negative we must take the square root of a negative real number, which we do by defining $i$ to be $\sqrt{-1}$. We then write the *complex number* as $z = x + iy$. We say that $x$ is the *real part* of $z$ and $y$ is the *imaginary part* of $z$. The complex number $z$ is represented graphically on the complex plane by the point having coordinates $(x, y)$. It is often useful to represent complex numbers in polar coordinates by letting $x = r \cos \theta$ and $y = r \sin \theta$ so that

$$z = r(\cos \theta + i \sin \theta) = re^{i\theta}$$

The remarkable relationship $\cos \theta + i \sin \theta = e^{i\theta}$ between polar coordinates and exponential functions is known as *Euler’s formula*. The number $r = \sqrt{x^2 + y^2}$ is the distance from the origin to the point $z$ in the complex plane.
and is sometimes called the *modulus* of \( z \), and it is denoted by \( r = |z| \). The angle \( \theta \) is called the *argument* of \( z \). Note that the usual properties of exponential functions hold in the complex plane. Thus, given two complex numbers \( z = re^{i\theta} \) and \( w = se^{i\phi} \), their product is

\[
zw = rse^{i(\theta + \phi)}
\]

A *complex function* \( f(z) \) takes a complex number \( z \) as its argument and returns a complex number \( w = f(z) \). Differentiation proceeds as in the real case; for example, \((z^3)' = 3z^2\). Unlike functions of one real variable, we cannot graph a complex function since both the domain and range are two-dimensional.

◆ **Iterating a Complex Function**

Iteration of a complex function is identical to the iteration of a real function. Given an initial \( z \)-value \( z_0 \), iteration generates a sequence of complex numbers \( z_1 = f(z_0), z_2 = f(z_1), \) etc. Fixed and periodic points are defined in the same way as for real functions, as are stability and instability. Here are the previous criteria for stability, but now applied to complex functions.

- A fixed point \( z^* \) is stable if \( |f'(z^*)| < 1 \), and unstable if \( |f'(z^*)| > 1 \).

- A period-\( n \) point \( z^* \) (and its orbit) is stable if \( |(f^{\circ n})'(z^*)| < 1 \), and unstable if \( |(f^{\circ n})'(z^*)| > 1 \).

Let’s consider a simple example to illustrate these ideas. Let \( f(z) = z^2 \). Then \( z^* = 0 \) is an attracting fixed point since \( f'(0) = 0 \) and \( |f'(0)| = 0 \). If \( z \) is any point such that \( |z| < 1 \), then the sequence \( \{f^{\circ n}(z)\}_{n=0}^\infty \) converges to 0 as \( n \to \infty \). On the other hand, if \( |z| > 1 \), then the sequence \( \{f^{\circ n}(z)\}_{n=0}^\infty \) goes to infinity as \( n \to \infty \). To see what happens to values of \( z \) having modulus equal to 1, let’s write \( z = e^{i\theta} \). Then \( f(z) = e^{2i\theta} \), which also has modulus 1. Thus all iterates of points on the unit circle \(|z| = 1\) stay on the unit circle. The point \( z^* = 1 \) is a repelling fixed point since \( f(1) = 1 \) and \( |f'(1)| = 2 \). The period-2 points are found by solving \( f(f(z)) = z^4 = z \). We can rewrite this equation as

\[
z(z^3 - 1) = 0
\]

One solution to this equation is \( z^* = 0 \), corresponding to the attracting fixed point, and another solution is \( z^* = 1 \), corresponding to the repelling fixed point. Notice that the fixed points of \( f(z) \) remain fixed points of \( f(f(z)) \), or equivalently, are also period-2 points of \( f(z) \). To find the other two solutions, we write \( z = e^{i\theta} \) in the equation \( z^3 = 1 \) to get the equation

\[
e^{3i\theta} = 1
\]

which we need to solve for \( \theta \). Since we are working in polar coordinates, we note that \( 1 = e^{2\pi in} \) where \( n \) is an integer. This implies that \( 3\theta = 2\pi n \) and from this we find a second pair of period-2 points at \( z = e^{\frac{2\pi i}{3}} \) and \( z = e^{\frac{4\pi i}{3}} \). Both of these are repelling.
Figure 13.5: The filled Julia set for $f(z) = z^2 + c$, where $c = 0.4012 - 0.3245i$

✓ Show that $e^{2\pi i/3}$ and $e^{4\pi i/3}$ are repelling period-2 points of $f = z^2$. Show that $f^n(z) \to 0$ as $n \to \infty$ if $|z| < 1$, and that $|f^n(z)| \to \infty$ if $|z| > 1$. What is the “basin of attraction” of the fixed point $z = 0$?

**Julia Sets, the Mandelbrot Set, and Cantor Dust**

The set of repelling periodic points of the function $f = z^2$ is dense on the unit circle, although we don’t show that here. This leads us to the definition of the Julia set.

**Definition** The filled Julia set $K$ of a complex-valued function $f$ is the set of all points whose iterates remain bounded. The Julia set $J$ of $f$ is the closure of the set of repelling periodic points.

For $f = z^2$, the filled Julia set $K$ of $f$ is the set of all complex numbers $z$ with $|z| \leq 1$, while the Julia set $J$ of $f$ is the unit circle $|z| = 1$. This is a very simple example of a Julia set. In general, Julia sets are highly complicated objects having a very intricate fractal structure. For example, see Figure 13.5 and Screens 3.3 and 3.4 of Module 13.

In the above example, the Julia set $J$ divides those points that iterate to infinity (points outside the unit circle) and those that converge to the attracting fixed point (points inside the unit circle). This division of the domain by the Julia set is often the case in complex dynamics and provides a way of numerically computing the filled Julia set of a given function $f$. Assign a
In the Discrete Tool of ODE Architect, the coloring is reversed. Points in the filled Julia set are colored black and points whose orbits diverge past the predetermined bound are colored with various colors according to their divergence rates (e.g., red is the fastest, dark blue the slowest).

A complex function $f$ is analytic if its derivatives of every order exist. A point $z$ is a critical point of $f$ if $f'(z) = 0$.

The colors of the Mandelbrot set example in the Discrete Tool are different.

complex number to each screen pixel. Then use each pixel (i.e., complex number) as an initial condition and iterate to determine whether the orbit of that point exceeds some predetermined bound (for example $|z| = 50$). If it does, we say the orbit diverges and we color the point black. If not, we color the point red to indicate it is in the filled Julia set.

Earlier in this chapter we saw the importance of attracting periodic orbits in building a bifurcation diagram for a real map $f$. Although we didn’t mention it then, we can home in on an attracting periodic orbit of $f$ (if there is one) by starting at $x_0 = \hat{x}$ if $f'(x)$ is zero at $\hat{x}$ and nowhere else. Complex functions $f(z)$ for which $f'(\hat{z}) = 0$ at exactly one point $\hat{z}$ have the same property, as the following theorem shows.

**THEOREM 13.3** Let $f$ be an analytic complex-valued function with a unique critical point $\hat{z}$. If $f$ has an attracting periodic orbit, then the forward orbit of $\hat{z}$ converges to this orbit.

Let’s look at some of the implications of this theorem with the family of functions $f_c(z) = z^2 + c$ where $c = a + ib$ is a complex parameter. For each value of $c$ the only critical point is $\hat{z} = 0$. To find an attracting periodic orbit for a given value of $c$ we need to compute the orbit

$$\{0, c, c^2 + c, \ldots\}$$

and see if the orbit converges or not. If it does, we find the attracting periodic orbit; if not, there doesn’t exist one. Let’s see what happens when we set $c = 1$ to give the function $f_1(z) = z^2 + 1$. The orbit of the critical point is $\{0, 1, 2, 5, 26, \ldots\}$, which goes to infinity. Thus, $f_1$ has no attracting periodic orbit and the Julia set does not divide points that converge to a periodic orbit from points that iterate to infinity. In fact, it can be shown that this Julia set is totally disconnected; it is sometimes referred to as Cantor dust. Click on outlining points on the edge of the Mandelbrot set (defined below) in Screen 3.5 of Module 13 and you will generate Cantor dust in the upper graphics screen.

This leads to another question. If some functions in the family $f_c$ have connected Julia sets (such as $f_0 = z^2$) and other functions in the family have totally disconnected Julia sets (such as $f_1$), what set of points in the $c$ plane separates these distinctive features? This set is the boundary of the Mandelbrot set. The **Mandelbrot set** $M$ of the function $f_c(z) = z^2 + c$ is defined as the set of all complex numbers $c$ such that the orbit $\{f_c^n(0)\}_{n=1}^{\infty}$ remains bounded, that is, $|f_c^n(0)| \leq K$ for some positive number $K$ and all integers $n \geq 0$.

This definition leads us to an algorithm for computing the Mandelbrot set $M$. Assign to each pixel a complex number $c$. Choose a maximum number of iterations $N$ and determine whether $|f_c^n(0)| < 2$ for all $n \leq N$ (it can be proven that if $|f_c^n(0)| > 2$ for some $n$, then the orbit goes to infinity). If so, then color this point green to indicate that it is (probably) in the Mandelbrot set. Otherwise, color this point black. It is this computation that gives the wonderfully intricate Mandelbrot set; see Figure 13.6 and Screens 3.4 and 3.5 of Module 13.
The Mandelbrot set actually contains much more information than is described here. It is, in fact, the bifurcation diagram for the family of functions \( f_c(z) = z^2 + c \). Each “blob” of the set corresponds to an attracting periodic orbit of a particular period. Values of \( c \) in the big cardioid shown on Screen 3.4 of Module 13 give attracting period-1 orbits for \( f_c \). Values of \( c \) in the circle immediately to the left of this cardioid give attracting period-2 orbits for \( f_c \). Other “blobs” give other attracting periodic behaviors.

Although we have only defined the Mandelbrot set for the specific family \( f_c = z^2 + c \), it can be defined in an analogous way for other families of complex functions (see the Discrete Tool). One final note on Julia sets and the Mandelbrot set. You’ve probably seen intricately colored versions of these objects on posters or elsewhere. The coloring is usually determined by how “fast” orbits tend to infinity. The color scheme is, of course, up to the programmer.

Module 13 introduces and lets you play with three important discrete dynamical systems—linear, logistic, and a third that uses complex numbers. Explorations 13.1–13.4 extend these ideas and introduce other maps with curious behavior under iteration.
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Exploration 13.1. One-Dimensional Maps and the Discrete Tool

1. Go to the Discrete Tool and enter the proportional growth model \( x_{n+1} = cx_n \), where \( c \) is the parameter. For the range \( 0 \leq n \leq 30 \) and the initial condition \( x_0 = 0.5 \), explore and describe what happens to the iteration map, time series, and bifurcation diagram as the parameter is increased from \(-2\) to \(2\). For what values of \( c \) is there a sudden change in the behavior of the iterates (the bifurcation values of \( c \))? For what values of \( c \) are there 1, 2, or infinitely many fixed or periodic points? Which of these points are attractors? Repellers?

2. Go to the Discrete Tool and explore and describe what happens to the iteration map, the time series, and the bifurcation diagram as the parameter \( c \) for the logistic map \( g_c(x) = cx(1 - x) \) is incremented from 1 to 4. Use the range \( 50 \leq n \leq 150 \) to avoid any initial wandering, and the initial condition \( x_0 = 0.5 \). Describe what all three graphs on the tool screen look like at values of \( c \) where there is a periodic orbit. What is the period? Go as far forward as you can with the period-doubling sequence of values of \( c \): 3, 3.434, . . . . What are the corresponding periods? [Suggestion: Zoom on the bifurcation diagram.] Repeat with the sequence 3.83, 3.842, . . . .
3. In the Discrete Tool enter the tent map $T_c$ on the interval $0 \leq x \leq 1$:

$$T_c(x) = c(1 - 2\, \text{abs}(x - 0.5)) = \begin{cases} 
2cx, & 0 \leq x \leq 0.5 \\
2c(1 - x), & 0.5 \leq x \leq 1 
\end{cases}$$

where the parameter $c$ is allowed to range from 0 to 1. Describe and explain what you see as $c$ is incremented from 0 to 1. [Suggestion: use the Edit option in the Menu box for the bifurcation diagram and set $200 \leq n \leq 300$ in order to suppress the initial transients.] Any orbits of period 2? Period 3?
Another common type of discrete dynamical system is a circle map, which maps the perimeter of the unit circle onto itself. These functions arise when modeling coupled oscillators, such as pendulums or neurons. The simplest types of circle maps are rotations that take the form

\[ R_\omega(\theta) = (\theta + \omega) \mod 2\pi \]

where \( 0 \leq \theta \leq 2\pi \) and \( \omega \) is a constant.

1. Show that if \( \omega = \left(\frac{p}{q}\right)\pi \) with \( p \) and \( q \) positive integers and \( p/q \) in lowest terms, then every point has period \( q \).

2. Show that if \( \omega = a\pi \) with \( a \) an irrational number, then no point on the circle is periodic.
3. What is the long-term behavior of the orbit of a point on the circle if $\omega = a\pi$, where $a$ is an irrational number?
Answer questions in the space provided, or on attached sheets with carefully labeled graphs. A notepad report using the Architect is OK, too.

Exploration 13.3. Two-Dimensional Maps and the Discrete Tool

A two-dimensional discrete dynamical system looks like this:

\[
x_{n+1} = f(x_n, y_n, c) \\
y_{n+1} = g(x_n, y_n, c)
\]

(3)

where \( f \) and \( g \) are given functions and \( c \) is a “place holder” for parameters. For given values of \( c, x_0, \) and \( y_0, \) system (3) defines an orbit of points

\[(x_0, y_0), \quad (x_1, y_1), \quad (x_2, y_2), \ldots\]

in the \( xy \)-plane. The two-dimensional tab in the Discrete Tool allows you to explore discrete systems of the form of system (3).

1. Open the Discrete Tool and explore the default system (a version of what is known as the Henon Map):

\[
x_{n+1} = 1 + y_n - ax_n^2 \\
y_{n+1} = bx_n
\]

(4)

where \( a \) and \( b \) are parameters. For fixed values of the parameters \( a \) and \( b \) find the fixed points. Are they sinks, sources, or neither? How sensitive is the long-term behavior of an orbit to small changes in the initial point \((x_0, y_0)\)? What happens if you increment \( a \) through a range of values? If you increment \( b \)? Any period-doubling sequences? In your judgment, is there any long-term chaotic wandering? [Suggestion: Keep the values of \( a \) and \( b \) within small ranges of their default values to avoid instabilities.]
2. Repeat Problem 1 with the following version of the Hénon map:

\[
\begin{align*}
x_{n+1} &= a - x_n^2 + by_n \\
y_{n+1} &= x_n
\end{align*}
\]

Start with \(a = 1.28, \ b = -0.3, \ x_0 = 0, \ y_0 = 0.\)
Exploration 13.4. Julia and Mandelbrot Sets and the Discrete Tool

Note that the color schemes for the Julia and Mandelbrot sets in Module 13 differ from those in the discrete tool.

1. Use the Discrete Tool to explore the Mandelbrot set and Julia sets for the complex family $f_c = z^2 + c$. What happens to the filled Julia sets as you move $c$ from inside the Mandelbrot set up toward the boundary, then across the boundary and out beyond the Mandelbrot set? Describe how the Julia sets change as you “walk” along the edge of the Mandelbrot set.
2. Repeat Problem 1 for the complex family $g_c = c \sin z$.

3. Repeat Problem 1 for the family $h_c = ce^z$. 
**Acceleration** The acceleration of a moving body whose position at time $t$ is $u(t)$ is given by
\[
\frac{d^2u}{dt^2}
\]

**Air resistance** A body moving through air (or some other medium) is slowed down by a resistive force (also called a drag or damping force) that acts opposite to the body's velocity. See also “Viscous damping” and “Newtonian damping.”

**Amplitude** The amplitude of a periodic oscillating function $u(t)$ is half the difference between its maximum and minimum values.

**Angular momentum** The angular momentum vector of a body rotating about an axis is its moment of inertia about the axis times its angular velocity vector. This is the analog in rotational mechanics of momentum (mass times velocity) in linear mechanics.

**Angular velocity** An angular velocity vector, $\omega(t)$, is the key to the relation between rotating body axes and a fixed coordinate system of the observer. The component $\omega_j$ of the vector $\omega(t)$ along the $j$th body axis describes the spin rate of the body about that axis.

**Autocatalator** This is a chemical reaction of several steps, at least one of which is autocatalytic.

**Autocatalytic reaction** In an autocatalytic reaction, a chemical species stimulates more of its own production than is destroyed in the process.

**Autonomous ODE** An autonomous ODE has no explicit mention of the independent variable (usually $t$) in the rate equations. For example, $x' = x^2$ is autonomous, but $x' = x^2 + t$ is not.

**Balance law** The balance law states that the net rate of change of the amount of a substance in a compartment equals the net rate of flow in minus the net rate of flow out.

**Beats** When two sinusoids of nearly equal frequencies are added the result appears to be a high frequency sinusoid modulated by a low frequency sinusoid called a beat. A simple example is given by the function $(\sin t)(\sin 10t)$, where the first sine produces an “amplitude modulation” of the second.

**Bessel functions of the 1st kind** The Bessel function of the first kind of order zero,
\[
J_0(s) = 1 - \frac{1}{4}s^2 + \cdots + (-1)^n \frac{s^{2n}}{n!2^n} + \cdots
\]
is a solution of Bessel’s equation of order zero, and is bounded and convergent for all $s$.

**Bessel functions of the 2nd kind** The Bessel function of the second kind of order zero, $Y_0(s)$, is another solution of Bessel’s equation of order zero. It is much more complicated than $J_0(s)$, and $Y_0(s) \to -\infty$ as $s \to 0^+$.

See Chapter 11 for a complete formula for $Y_0(s)$ that involves a logarithmic term, $J_0(s)$, and a complicated (but convergent) infinite series.

**Bessel’s equation** Bessel’s equation of order $p \geq 0$ is
\[
x^2w''(s) + xw'(s) + (x^2 - p^2)w = 0
\]
where $p$ is a nonnegative constant. Module 11 considers only $p = 0$. See Chapter 11 for $p > 0$.

**Bessel’s equation, general solution of** Bessel’s equation of order zero is second-order and linear. The general solution is the set of all linear combinations of $J_0(s)$ and $Y_0(s)$.

**Bifurcation diagram** A bifurcation diagram describes how the behavior of a dynamical system changes as a parameter varies. It can appear in studies of iteration or of differential equations.

In the case of a single real parameter, a bifurcation diagram plots a parameter versus something indicative of the behavior, such as the variable being iterated (as in Module 13, Nonlinear Behavior) or a single variable marking location and stability of equilibrium points for a differential equation.

In iteration of a function of a complex variable, two dimensions are needed just to show the parameter, but different colors can be used to show different behaviors (as in Module 13, Complex Dynamics).
Cantor set, Cantor dust
A Cantor set was first detailed by Henry Smith in 1875, but was named in honor of Georg Cantor, the founder of set theory, after he used this bizarre construction in 1883. Now Cantor sets are found in many guises in dynamical systems.

A Cantor set is a closed, bounded, and totally disconnected set, with uncountably many points. A typical construction is to delete a band across the middle of a set, then to delete the middle of both pieces that are left, and then to repeat this process indefinitely.

Julia sets (see glossary) for parameter values outside the Mandelbrot set (see glossary) are Cantor dusts, constructed by a similar algorithm. See Chapter 13 for references.

Carrying capacity
The carrying capacity $K$ of an environment is the maximum number of individuals that the environment can support at steady state. If there are fewer individuals than the carrying capacity in the environment, the population will grow; if there are more individuals, the population will decline.

A widely used model for population dynamics involving a carrying capacity is the logisitic ODE

$$\frac{dN}{dt} = rN\left(1 - \frac{N}{K}\right)$$

where $r$ is the intrinsic growth rate constant.

Cascade
A cascade is a compartment model where the "flow" through the compartments is all one direction.

Center
A center is an equilibrium point of an autonomous planar linear system for which the eigenvalues are conjugate imaginaries $\pm i\beta$, $\beta \neq 0$. All nonconstant orbits of an autonomous planar linear system with a center are simple closed curves enclosing the equilibrium.

Centering an equilibrium
If $p^*$ is an equilibrium point of the system $x = f(x)$ (so $f(p^*) = 0$), then the change of coordinates $x = y + p^*$ moves $p^*$ to the origin in the $y$-coordinate system.

Chain rule
The chain rule for differentiating a function $L(\theta(t), y(t))$ with respect to $t$ is

$$\frac{dL}{dt} = \frac{\partial L}{\partial \theta} \frac{d\theta}{dt} + \frac{\partial L}{\partial y} \frac{dy}{dt} = L_\theta \dot{\theta} + L_y \dot{y}$$

Chaos
Mathematical chaos is a technical term that describes certain nonperiodic behavior of a discrete dynamical system (Module 13) or solutions to a differential equation (Module 12). A discrete system is said to be chaotic on an interval if all of the following are true.

- It exhibits sensitive dependence on initial conditions.
- Periodic unstable orbits occur almost everywhere.
- Iterates of intervals get "mixed up."

Chaotic behavior never repeats, revisits every neighborhood infinitely often, but is not random. Each step is completely determined by the previous step.

An equivalent list of requirements appears in Module 12, Screen 1.4. Further discussion appears in Chapter 13.

Characteristic equation
The characteristic equation of a square matrix $A$ is $\det(\lambda I - A) = |\lambda I - A| = 0$. For a $2 \times 2$ matrix, this reduces to $\lambda^2 - \text{tr} A \lambda + \det A = 0$ whose solutions, called eigenvalues of $A$, are

$$\lambda = \frac{\text{tr} A \pm \sqrt{\text{tr}^2 A - 4 \det A}}{2}$$

Chemical law of mass action
The rate of a reaction step is proportional to the product of the concentrations of the reactants.

Example: If one unit of species $X$ produces one unit of product $Y$ in a reaction step, the rate of the step is $kx$, where $k$ is a positive constant. Thus, we have

$$x' = -kx, \quad y' = kx$$

Example (Autocatalysis): If one unit of species $X$ reacts with two units of $Y$ and produces three units of $Y$ in an autocatalytic step, the reaction rate is

$$axy = axy^2$$

where $a$ is a positive constant. Thus, we have

$$x' = -axy^2, \quad y' = 3axy^2 - 2axy^2 = axy^2$$

because one unit of $X$ is destroyed, while three units of $Y$ are created, and two are consumed.

Combustion model
The changing concentration $y(t)$ of a reactant in a combustion process is modeled by the IVP

$$y' = y^2(1 - y), \quad y(0) = a, \quad 0 \leq t \leq 2/a$$

where $a$ is a small positive number that represents a disturbance from the pre-ignition state $y = 0$. R. E. O’Malley studied the problem in his book, *Singular Perturbation Methods for Ordinary Differential Equations*, (1991: Springer).

Compartment model
A compartment model is a set of boxes (the compartments) and arrows that show the flow of a substance into and out of the different boxes.
**Component graphs** A component graph of a solution of a differential system is a graph of one of the dependent variables as a function of $t$.

Example: For the ODE system
\[
\begin{align*}
x' &= F(x, y) \\
y' &= G(x, y)
\end{align*}
\]
the component graphs are the plots of a solution $x = x(t)$ and $y = y(t)$ in the respective $tx$- and $ty$-planes.

**Concentration** The concentration of a substance is the amount of the substance dissolved per unit volume of solution.

**Connected set** A connected set is a set with no islands. In the early 1980’s Adrien Douady (Université Paris XI, Orsay and Ecole Normale Supérieure) and John Hubbard (Cornell University) proved that the Mandelbrot set was connected. They did this by showing that its exterior could be put in a one-to-one correspondence with the exterior of a disk. They found in the process that all the angles one might note while walking around the boundary of the disk have special analogs on the Mandelbrot set. Halfway around the disk from the rightmost point corresponds to being at the tip of the Mandelbrot set, while one third or two thirds the way around the disk corresponds to the “neck” where the biggest ball attaches to the cardioid.

**Conserverd quantity** A function $E(q, y)$ is conserved along a trajectory $q = q(t), \ y = y(t)$, of a system $q' = f(q, y), \ y' = g(q, y)$, if $dE(q(t), y(t))/dt = 0$.

As time changes, the value of $E$ stays constant on each trajectory, although the value will vary from one trajectory to another. The graph of each trajectory in the $qy$-phase plane lies on one of the level sets $E = constant$.

This idea of a conserved quantity can be extended to any autonomous system of ODEs. An autonomous system is conservative if there is a function $E$ that stays constant along each trajectory, but is nonconstant on every region (i.e., varies from trajectory to trajectory).

**Cycle** In a discrete dynamical system, including a Poincaré section, a cycle is a sequence of iterates that repeats. The number of iterates in a cycle is its period.

For an autonomous differential system, a cycle is a nonconstant solution $x(t)$ such that $x(t + T) = x(t)$, for all $t$, where $T$ is a positive constant. The smallest value of $T$ for a cycle is its period.

For a cycle in a system of 2 ODEs, see Limit cycle.

**Damped pendulum** A real pendulum of length $L$ is affected by friction or air resistance that is a function of $L$, $\theta$, and $\theta'$, and acts opposite to the direction of motion.

Throughout the Linear and Nonlinear Pendulums submodule of Module 10, we assume that, if there is any damping, it is viscous; i.e., the damping force is given by $-bL\ddot{\theta}$. The minus sign tells us that damping acts opposite to the velocity.

Module 4 makes a more detailed study of the effects of damping on a linear oscillator, as does Module 11 for the spring in the Robot and Egg.

**Damping** Damping can arise from several sources, including air resistance and friction. The most common model of damping is viscous damping—the damping force is assumed to be proportional to the velocity and acts opposite to the direction of motion. See also Newtonian damping.

**Determinant** The determinant of the $2 \times 2$ matrix
\[
A = \begin{bmatrix} a & b \\ c & d \end{bmatrix}
\]
is $det A = ad - bc$.

**Deterministic** A system of ODEs is said to be deterministic if the state of the system at time $t$ is uniquely determined by the state of the system at the initial time.

For example, the single first-order ODE $x' = f(t, x)$ is deterministic if for each set of initial data $(t_0, x_0)$ there is exactly one solution $x(t)$.

Thus, if you were to choose the same initial data a second time and watch the solution curve trace out in time again, you would see exactly the same curve.

**Dimensionless variables** Suppose that a variable $x$ is measured in units of kilograms and that $x$ varies from 10 to 500 kilograms. If we set $y = (x \text{ kilograms})/(100 \text{ kilograms})$, $y$ is dimensionless, and $0.1 \leq y \leq 5$. The smaller range of values is useful for computing. The fact that $y$ has no units is useful because it no longer matters if the units are kilograms, grams, or some other units.

When variables are scaled to dimensionless quantities, they are typically divided by a constant somewhere around the middle of the expected range of values. For example, by dividing a chemical concentration by a “typical” concentration, we obtain a dimensionless
concentration variable. Similarly, dimensionless time is obtained by dividing ordinary time by a “standard” time.

**Direction field** A direction field is a collection of line segments in the $xy$-plane which shows the slope of the trajectories for an autonomous ODE system

$$\frac{dx}{dt} = F(x, y)$$

$$\frac{dy}{dt} = G(x, y)$$

at a representative grid of points. An arrowhead on a segment shows the direction of motion.

**Disconnected Julia set** A disconnected Julia set is actually a Cantor dust. It is composed entirely of disconnected points, which means that it is almost never possible to land on a point in the Julia set by clicking on a pixel. You will probably find that every click you can make starts an iteration that goes to infinity, only because you cannot actually land on an exact enough value to show a stable iteration.

**Discrete dynamical system** A discrete dynamical system takes the form $u_{n+1} = f(u_n)$, where the variable $u_n$ gives the state of the system at “time” $n$, and $u_{n+1}$ is the state of the system at time $n + 1$. See Module 13.

**Eigenvalues** The eigenvalues of a matrix $A$ are the numbers $\lambda$ for which

$$Av = \lambda v$$

for some nonzero vector $v$ (the vector $v$ is called an eigenvector). The eigenvalues $\lambda$ of a $2 \times 2$ matrix $A$ are the solutions to the characteristic equation of $A$:

$$\lambda^2 - \text{tr} A \lambda + \det A = 0$$

$$\lambda = \frac{\text{tr} A \pm \sqrt{(\text{tr} A)^2 - 4 \det A}}{2}$$

where $\text{tr} A$ is the trace of $A$, and $\det A$ is the determinant of $A$. If a linear or linearized system of ODEs is $\dot{z} = A(z - p^*)$, and if the real parts of the eigenvalues of $A$ are positive, then trajectories flow away from the equilibrium point, $p^*$. If the real parts are negative, then trajectories flow toward $p^*$.

**Eigenvector** An eigenvector of a matrix $A$ is a nonzero vector, $v$, that satisfies $Av = \lambda v$ for some eigenvalue $\lambda$. The ODE Architect Tool calculates eigenvalues and eigenvectors of Jacobian matrices at any equilibrium point of an autonomous system (linear or nonlinear). Eigenvectors play a strong role in the local geometry of phase portraits at an equilibrium point.

**Energy** In physics and engineering, energy is defined by

$$E = \text{kinetic energy} + \text{potential energy}$$

where kinetic energy is interpreted to be the energy of motion, and the potential energy is the energy due to some external force, such as gravity, or (in electricity) a battery, or a magnet. If energy is conserved, i.e., stays at a constant level, then the system is said to be conservative.

If we are dealing with the autonomous differential system

$$x' = y, \quad y' = -v(x) \quad (5)$$

we can define an “energy function” by

$$E = \frac{1}{2} y^2 + V(x)$$

where $dV/dx = v(x)$. Note that $E$ is constant along each trajectory, because $dE/dt = y dy/dt + (dV/dx)(dx/dt) = y(-v(x)) + v(x)y = 0$, where the ODEs in system (5) have been used. The term $(1/2)y^2$ is the “kinetic energy”. $V(x)$ is the “potential energy” in this context. See Chapter 10 for more on these ideas.

**Epidemic** An epidemic occurs in an epidemiological model if the number of infectives, $I(t)$, increases above its initial value, $I_0$. Thus, an epidemic occurs if $I'(0) > 0$.

**Equilibrium point** An equilibrium point $p^*$ in phase (or state) space of an autonomous ODE is a point at which all derivatives of the state variables are zero; also known as a stationary point or a steady-state value of the state variables. For example, for the autonomous system,

$$x' = F(x, y), \quad y' = G(x, y)$$

if $F(x^*, y^*) = 0, G(x^*, y^*) = 0$, then $p^* = (x^*, y^*)$ is an equilibrium point, and $x = x^*, y = y^*$ (for all $t$) is a constant solution.

For a discrete dynamical system, an equilibrium point $p^*$ is one for which $f(p^*) = p^*$, so that $p_{n+1}^* = p_n^*$ for all $n$; $p^*$ is also called a fixed point of the system.

**Estimated error** For the solution $u(t)$ of the IVP $\dot{y} = f(t, y)$, $y(t_0) = y_0$, the local error at the $n$th step of the Euler approximation is given by

$$e_n = \text{Taylor series of } u(t) - \text{Euler approximation}$$

$$= \frac{1}{2} h^2 u''(t_n) + h^3 u''(t_n) + \cdots$$
Forced pendulum

Some of the most complex and curious existence and uniqueness are of the most complex and curious. A forced, viscously damped pendulum is defined as one where the restoring force is proportional to the angular displacement and the damping force is proportional to the velocity. The equation of motion for such a pendulum is given by:

\[ m\ddot{x} + b\dot{x} + ks\sin x = F(t) \]

where \( m \) is the mass of the pendulum, \( b \) is the damping coefficient, \( k \) is the spring constant, \( s \) is the angular displacement, and \( F(t) \) is an external force. The solution to this equation can be found using Euler's method or by direct integration, depending on the form of \( F(t) \).

Euler's method

Look at the IVP \( y' = f(t, y) \), \( y(t_0) = y_0 \). Euler's method approximates the solution \( y(t) \) at discrete \( t \) values. For step size \( h \), put \( t_{n+1} = t_n + h \) for \( n = 0, 1, 2, \ldots \). Euler's method approximates

\[ y(t_1), y(t_2), \ldots \]

by the values

\[ y_1, y_2, \ldots \]

where

\[ y_{n+1} = y_n + hf(t_n, y_n) \quad \text{for } n = 0, 1, 2, \ldots \]

Existence and uniqueness

A basic uniqueness and existence theorem says that, for the IVP,

\[ x' = F(x, y, t), \quad y' = G(x, y, t), \]

\[ x(t_0) = x_0, \quad y(t_0) = y_0 \]

a unique solution \( x(t), y(t) \) exists if \( F \), \( G \), \( \partial F/\partial x \), \( \partial F/\partial y \), \( \partial G/\partial x \), and \( \partial G/\partial y \) are all continuous in some region containing \((x_0, y_0)\).

Fixed point

A fixed point, \( p^* \), of a discrete dynamical system is a point for which \( x_{n+1} = f(x_n) = x_n \). That is, iteration of such a point simply gives the same point.

A fixed point can also be called an equilibrium or a steady state. A fixed point may be a sink, a source, or a saddle, depending on the character of the eigenvalues of the associated linearization matrix of the iterating function.

Forced damped pendulum

A forced, viscously damped pendulum has the modeling equation

\[ m\ddot{x} + b\dot{x} + ks\sin x = F(t) \]

The beginning of Module 10 explains the terms and parameters of this equation using \( \theta \) instead of \( x \). Module 12 examines a case where chaos can result, with \( b = 0.1 \), \( m = 1 \), \( k = 1 \), and \( F(t) = \cos t \). All three submodules of Module 12 are involved in explaining the behaviors, and the introduction to the Tangled Basins submodule shows a movie of what happens when \( b \) is varied from 0 to 0.5.

Forced pendulum

Some of the most complex and curious behavior occurs when the pendulum is driven by an external force. In Module 10, The Pendulum and Its

Friends, you can experiment with three kinds of forces in the Linear and Nonlinear Pendulums submodule, and an internal pumping force in the Child on a Swing submodule. But, for truly strange behavior, take a look at Module 12, Chaos and Control.

Fractal dimension

Benoit Mandelbrot in the early 1980’s coined the word “fractal” to apply to objects with dimensions between integers. The boundary of the Mandelbrot set (see glossary) is so complicated that its dimension is surely greater than one (the dimension of any “ordinary” curve). Just how much greater remained an open question until 1992 when the Japanese mathematician Mitsuhiro Shishikura proved it is actually dimension two!

Frequency

The frequency of a function of period \( T \) is \( 1/T \). Another widely used term is “circular frequency”, which is defined to be \( 2\pi/T \). For example, the periodic function \( \sin(3t) \) has period \( T = 2\pi/3 \), frequency \( 3/(2\pi) \), and circular frequency 3.

General solution

Consider the linear system \( \dot{x} = Ax + u \) [where \( x \) has 2 components, \( A \) is a \( 2 \times 2 \) matrix of constants, and \( u \) is a constant vector or a function only of \( t \)]. Let \( A \) have distinct eigenvalues \( \lambda_1, \lambda_2 \) with corresponding eigenvectors \( v_1, v_2 \). All solutions of the system are given by the so-called general solution:

\[ x(t) = C_1e^{\lambda_1t}v_1 + C_2e^{\lambda_2t}v_2 + \tilde{x} \]

where \( \tilde{x} \) is any one particular solution of the system and \( C_1 \) and \( C_2 \) are arbitrary constants. If \( u \) is a constant vector, then \( \tilde{x} = p^* \), the equilibrium of the system. If \( x \) has more than two dimensions, terms of the same form are added until all dimensions are covered. Note that, if \( u = 0 \), \( p^* = 0 \) is an equilibrium.

Geodesic

Any smooth curve can be reparametrized to a unit speed curve \( x(t) \), where \( |x'(t)| = 1 \). Unit-speed curves \( x(t) \) on a surface are geodesics if the acceleration vector \( x''(t) \) is perpendicular to the surface at each point \( x(t) \).

It can be shown that a geodesic is locally length-minimizing, so, between any two points sufficiently close, the geodesic curve is the shortest path.

GI tract

The gastro-intestinal (GI) tract consists of the stomach and the intestines.

Gravitational force

The gravitational force is the force on a body due to gravity. If the body is near the earth’s surface, the force has magnitude \( mg \), where \( m \) is the body’s mass, and the force acts downward. The value of acceleration due to gravity, \( g \), is 32 ft/sec\(^2 \) (English units), 9.8 meters/sec\(^2 \) (metric units).
Great circle A great circle on a sphere is an example of a geodesic. You can test this with a ball and string. Hold one end of the string fixed on a ball. Choose another point some distance away, and find the geodesic or shortest path by pulling the string tight between the two points. You will find that it always is along a circle centered at the center of the ball, which is the definition of a great circle.

Hooke’s law Robert Hooke, an English physicist in the seventeenth century, stated the law that a spring exerts a force, on an attached mass, which is proportional to the displacement of the mass from the equilibrium position and points back toward that position.

Initial condition An initial condition specifies the value of a state variable at some particular time, usually at $t = 0$.

Initial value problem An initial value problem (IVP) consists of a differential equation or a system of ODEs and an initial condition specifying the value of the state variables at some particular time, usually at $t = 0$.

Integral surfaces The surface $S$ defined by $F(x, y, z) = C$, where $C$ is a constant, is an integral surface of the autonomous system

$$x' = f(x, y, z), \quad y' = g(x, y, z), \quad z' = h(x, y, z)$$

if

$$\frac{d}{dt} F(x, y, z) = \frac{\partial F}{\partial x} \frac{dx}{dt} + \frac{\partial F}{\partial y} \frac{dy}{dt} + \frac{\partial F}{\partial z} \frac{dz}{dt} = \frac{\partial F}{\partial x} f + \frac{\partial F}{\partial y} g + \frac{\partial F}{\partial z} h = 0$$

for all $x, y, z$. We get a family of integral surfaces by varying the constant $C$. An orbit of the system that touches an integral surface stays on it. The function $F$ is called an integral of the system.

For example, the family of spheres

$$F = x^2 + y^2 + z^2 = \text{constant}$$

is a family of integral surfaces for the system

$$x' = y, \quad y' = z - x, \quad z' = -y$$

because

$$2xx' + 2yy' + 2zz' = 2xy + 2y(z - x) + 2z(-y) = 0$$

Each orbit lies on a sphere, and each sphere is covered with orbits.

Intermediate An intermediate is a chemical produced in the course of a reaction which then disappears as the reaction comes to an end.

Intrinsic growth rate At low population sizes, the net rate of growth is essentially proportional to population size, so that $N' = rN$. The constant $r$ is called the intrinsic growth rate constant. It gives information about how fast the population is changing before resources become limited and reduce the growth rate.

Iteration Iteration generates a sequence of numbers by using a given number $x_0$ and the rule $x_{n+1} = f(x_n)$, where $f(x)$ is a given function. Sometimes, $x_n$ is written as $x(n)$.

IVP See initial value problem.

Jacobian matrix The system $x' = F(x, y), \quad y' = G(x, y)$, has the Jacobian matrix

$$J = \begin{bmatrix} \frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\ \frac{\partial G}{\partial x} & \frac{\partial G}{\partial y} \end{bmatrix}$$

The eigenvalues and eigenvectors of this matrix at an equilibrium point $p$ help determine the local geometry of the phase portrait.

Jacobian matrices $J$ can be defined for autonomous systems of ODEs with any number of state variables. The ODE Architect Tool will find eigenvalues and eigenvectors of $J$ at any equilibrium point.

Julia Set In complex dynamics, a Julia set for a given function $f(z)$ separates those points that iterate to infinity from those that do not. See the third submodule of Module 13, Dynamical Systems. Julia sets were discovered about 1910 by two French mathematicians, Pierre Fatou and Gaston Julia. But, without computer graphics, they were unable to see the details of ragged structure that today display Cantor sets, self-similarity and fractal properties.

Kinetic energy of rotation The kinetic energy of rotation of a gyrating body is

$$E = \frac{1}{2} (I_1\omega_1^2 + I_2\omega_2^2 + I_3\omega_3^2)$$

where $I_j$ and $\omega_j$ are, respectively, the moment of inertia and the angular velocity about the body axis, $j$, for $j = 1, 2, 3$.

Lift The lift force on a body moving through air is a force that acts in a direction orthogonal to the motion. Its magnitude may be modeled by a term which is proportional to the speed or to the square of the speed.
**Glossary**

**Limit cycle** A cycle is a closed curve orbit of the system

\[ \begin{align*}
x' &= F(x, y) \\
y' &= G(x, y)
\end{align*} \]

A cycle is the orbit of a periodic solution.

An attracting limit cycle is a cycle that attracts all nearby orbits as time increases; a repelling limit cycle repels all nearby orbits as time increases.

**Linearization** For a nonlinear ODE, a linearization (or linear approximation) can be made about an equilibrium, \( p^* = (x^*, y^*) \), as follows:

For \( x' = F(x, y) \), \( y' = G(x, y) \), the linearized system is \( \dot{z} = J(z - p^*) \), where \( J \) is the Jacobian matrix evaluated at \( p^* \), i.e.,

\[ \dot{z} = \begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} \frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\ \frac{\partial G}{\partial x} & \frac{\partial G}{\partial y} \end{bmatrix} \begin{bmatrix} x - x^* \\ y - y^* \end{bmatrix} = J(z - p^*) \]

The eigenvalues and eigenvectors of the Jacobian matrix, \( J \), at an equilibrium point, \( p^* \), determine the geometry of the phase portrait close to the equilibrium point \( p^* \). These ideas can be extended to any autonomous system of ODEs. A parallel definition applies to a discrete dynamical system.

**Linear pendulum** Pendulum motion can be modeled by a nonlinear ODE, but there is an approximating linear ODE that works well for small angles \( \theta \), where \( \sin \theta \approx \theta \). In that case, the mathematics is the same as that discussed for the mass on a spring in Module 4.

**Linear system** A linear system of first-order ODEs has only terms that are linear in the state variables. The coefficients can be constants or functions (even nonlinear) of \( t \).

Example: Here is a linear system with state variables \( x \) and \( y \), and constant coefficients \( a, b, \ldots, h \):

\[ \begin{align*}
x' &= ax + by + c \\
y' &= fx + gy + h
\end{align*} \]

This can be written in matrix/vector form as:

\[ \begin{bmatrix} x' \\ y' \end{bmatrix} = A \begin{bmatrix} x \\ y \end{bmatrix} + k \]

\[ z = \begin{bmatrix} x \\ y \end{bmatrix}, \quad A = \begin{bmatrix} a & b \\ f & g \end{bmatrix}, \quad k = \begin{bmatrix} c \\ h \end{bmatrix} \]

The example can be extended to \( n \) state variables and an \( n \times n \) matrix \( A \). If \( z = p^* \) is an equilibrium point of a linear system, then \( k = -Ap^* \) and the system may be written as

\[ \dot{z} = A(z - p^*) \]

Linear algebra can be applied to find the general solution.

**Lissajous figures** Jules Antoine Lissajous was a 19th-century French physicist who devised ingenious ways to visualize wave motion that involves more than one frequency. For example, try plotting the parametric curve \( x_1 = \sin 2t, \ x_2 = \sin 3t \) in the \( x_1x_2 \)-plane with \( 0 \leq t \leq 320 \).

The graph of a solution \( x_1 = x_1(t), \ x_2 = x_2(t) \) of

\[ \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = B \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad \text{for } B \text{ a } 2 \times 2 \text{ constant matrix} \]

in the \( x_1x_2 \)-plane is a Lissajous figure if the vector \( (x_1(0), x_2(0)) \) is not an eigenvector of \( B \).

See also “Normal modes and frequencies.”

**Local IVP** One-step methods for approximating solutions to the IVP

\[ \begin{align*}
y' &= f(t, y), \quad y(t_0) = y_0
\end{align*} \]

generate the \( (n + 1) \)st approximation, \( y_{n+1} \), from the \( n \)th, \( y_n \), by solving the local IVP

\[ \begin{align*}
u' &= f(t, u), \quad u(t_n) = y_n
\end{align*} \]

This is exactly the same ODE, but the initial condition is different at each step.

**Logistic model** The logistic equation is the fundamental model for population growth in an environment with limited resources. Many advanced models in ecology are based on the logistic equation.

For continuous models, the logistic ODE is

\[ \frac{dP}{dt} = rP \left( 1 - \frac{P}{K} \right) \]

where \( r \) is the intrinsic growth rate constant, and \( K \) is the carrying capacity.

For discrete models, the logistic map is

\[ f_n(x) = \lambda x \left( 1 - \frac{x}{K} \right) \]

where \( \lambda \) is the intrinsic growth rate constant, and \( K \) is again the carrying capacity (see Module 13).

**Mandelbrot Set** In complex dynamics, for \( f_c(z) = z^2 + c \), the Mandelbrot set is a bifurcation diagram in the complex \( c \)-plane, computed by coloring all \( c \)-values for which \( z_0 \) (usually \( z_0 = 0 \)) does not iterate to infinity.
It acts as a catalog of all the Julia sets for individual values of \( c \).

The boundary of the Mandelbrot set is even more complicated than the boundary of a given Julia set. More detail appears at every level of zoom, but no two regions are exactly self-similar.

Two mathematicians at UCLA, R. Brooks and J. P. Matelsky, published the first picture in 1978. It is now called the Mandelbrot set, because Benoit Mandelbrot of the Thomas J. Watson IBM Research Center made it famous in the early 1980’s.

You can experiment with the Mandelbrot set in Module 13 and the Discrete Tool.

**Matrix**

An \( n \times n \) square matrix \( A \) of constants, where \( n \) is a positive integer, is an array of numbers arranged into \( n \) rows and \( n \) columns. The entry where the \( i \)th row meets the \( j \)th column is denoted by \( a_{ij} \).

In ODEs we most often see matrices \( A \) as the array of coefficients of a linear system. For example, here is a planar linear system with a \( 2 \times 2 \) coefficient matrix \( A \):

\[
x' = 2x - 3y \\
y' = 7x + 4y \\
A = \begin{bmatrix} 2 & -3 \\ 7 & 4 \end{bmatrix}
\]

**Mixing**

A function \( f : R \to R \) is “mixing” if given any two intervals \( I \) and \( J \) there exists an \( n > 0 \) such that the \( n \)th iterate of \( I \) intersects \( J \).

**Modeling**

A mathematical model is a collection of variables and equations representing some aspect of a physical system. In our case, the equations are differential equations. Steps involved in the modeling process are:

1. State the problem.
2. Identify the quantities to which variables are to be assigned; choose units.
3. State laws which govern the relationships and behaviors of the variables.
4. Translate the laws and other data into mathematical notation.
5. Solve the resulting equations.
6. Apply the mathematical solution to the physical system.
7. Test to see whether the solution is reasonable.
8. Revise the model and/or restate the problem, if necessary.

**Moment of inertia**

The moment of inertia, \( I \), of a body \( B \) about an axis is given by

\[
I = \int \int_B r^2 \rho(x, y, z) \, dV(x, y, z)
\]

where \( r \) is the distance from a general point in the body to the axis and \( \rho \) is the density function for \( B \). Each moment of inertia plays the same role as mass does in nonrotational motion, but, now, the shape of the body and the position of the axis play a role.

**Newtonian damping**

A body moving through air (or some other medium) is slowed down by a resistive force that acts opposite to the body’s velocity, \( v \). In Newtonian damping (or Newtonian drag), the magnitude of the force is proportional to the square of the magnitude of the velocity, i.e., to the square of the speed:

\[
\text{force} = -k|v|v \quad \text{for some positive constant } k
\]

**Newton’s law of cooling**

The temperature, \( T \), of a warm body immersed in a cooler outside medium of temperature \( T_{\text{out}} \) changes at a rate proportional to the temperature difference,

\[
\frac{dT}{dt} = k(T_{\text{out}} - T)
\]

where \( T_{\text{out}} \) is assumed to be unaffected by \( T \) (unless stated otherwise). The same ODE works if \( T_{\text{out}} \) is larger than \( T \) (Newton’s law of warming).

**Newton’s second law**

Newton’s second law states that, for a body of constant mass,

\[
\text{mass} \cdot \text{acceleration} = \text{sum of forces acting on body}
\]

This is a differential equation, because acceleration is the rate of change of velocity, and velocity is the rate of change of position.

**Nodal equilibrium**

The behavior of the trajectories of an autonomous system of ODEs is nodal at an equilibrium point if all nearby trajectories approach the equilibrium point with definite tangents as \( t \to +\infty \) (nodal sink), or as \( t \to -\infty \) (nodal source).

If the system is linear with the matrix of coefficients \( A \), then the equilibrium is a nodal sink if all eigenvalues of \( A \) are negative, and a nodal source if all eigenvalues are positive. This also holds at an equilibrium point of any nonlinear autonomous system, where \( A \) is the Jacobian matrix at the equilibrium point.

**Nonautonomous ODE**

A system of ODEs with \( t \) occurring explicitly in the expressions for the rates is nonautonomous; e.g., \( x' = tx \) is nonautonomous.

**Nonlinear center point**

An equilibrium point of a nonlinear system, \( x' = F(x, y) \), \( y' = G(x, y) \), is a center if all nearby orbits are simple closed curves enclosing the equilibrium point.
**Nonlinear ODE** A nonlinear ODE or system has at least some dependent variables appearing in nonlinear terms (e.g., $xy$, $\sin x$, $\sqrt{x}$). Thus, linear algebra cannot be applied to the system overall. But, near an equilibrium (of which there are usually more than one for a nonlinear system of ODEs), a linearization is (usually) a good approximation, and allows analysis with the important roles of the eigenvalues and eigenvectors.

**Nonlinear pendulum** Newton’s laws of motion give us

$$F = m\ddot{\theta} = -mg \sin \theta$$

where $m$ is the mass of the pendulum bob, and $g$ is the acceleration due to gravity. The mass of the rigid support rod is assumed to be negligible.

**Normal modes and frequencies** The normal modes of a second-order system $\ddot{x} = B \ddot{z}$ (where $B$ is a $2 \times 2$ matrix with negative eigenvalues $\mu_1$, $\mu_2$) are eigenvectors $v_1$, $v_2$ of $B$. The general solution is all linear combinations of the periodic oscillations $z_1$, $z_2$, $z_3$, $z_4$ along the normal modes:

$$z_1 = v_1 \cos \omega_1 t, \quad z_2 = v_1 \sin \omega_1 t, \quad z_3 = v_2 \cos \omega_2 t, \quad z_4 = v_2 \sin \omega_2 t$$

where $\omega_1 = \sqrt{-\mu_1}$, $\omega_2 = \sqrt{-\mu_2}$ are the normal frequencies.

See also “Second-order systems.”

**Normalized ODE** In a normalized differential equation, the highest-order derivative appears alone in a separate term and has a coefficient equal to one.

**ODE** See “Ordinary differential equation.”

**On-off function** See “Square wave.”

**Orbit** See “Trajectory.”

**Order of the method** A method of numerical approximation to a solution of an IVP is order $p$, if there exists a constant $C$ such that

$$\max(|\text{global error}|) < Ch^p$$

as $h \to 0$.

**Ordinary differential equation** An ordinary differential equation (ODE) is an equation involving an unknown function and one or more of its derivatives. The order of the ODE is the order of the highest derivative in the ODE. Examples:

$$\frac{dy}{dt} = 2t, \quad (\text{first-order, unknown } y(t))$$

$$y^2 \frac{dy}{dt} = 2y + t, \quad (\text{first-order, unknown } y(t))$$

$$x^2 - 4x' + 7x = 4 \sin 2t, \quad (\text{second-order, unknown } x(t))$$

**Oscillation times** Oscillation times of a solution curve $x(t)$ of an ODE that oscillates around $x = 0$ are the times between successive crossings of $x = 0$ in the same direction. If the solution is periodic, the oscillation times all equal the period.

**Oscillations** A scalar function $x(t)$ oscillates if $x(t)$ alternately increases and decreases as time increases. The oscillation is periodic of period $T$ if $x(t + T) = x(t)$ for all $t$ and if $T$ is the smallest positive number for which this is true.

**Parametrization** Each coordinate of a point in space may sometimes be given in terms of other variable(s) or parameter(s). A single parameter suffices to describe a curve in space. Two parameters are required to describe a two-dimensional surface.

**Period** The period of a periodic function $u(t)$ is the smallest time interval after which the graph of $u$ versus $t$ repeats itself. It can be found by estimating the time interval between any two corresponding points, e.g., successive absolute maxima.

The period of a cycle in a discrete dynamical system is the minimal number of iterations after which the entire cycle repeats.

**Periodic phase plane** The periodic $xx'$ phase-plane for the pendulum ODE $x'' + 0.1x' + \sin x = \cos t$ is plotted periodically in $x$. An orbit leaving the screen on the right comes back on the left. In other words, the horizontal axis represents $x \mod 2\pi$. This view ignores how many times the pendulum bob has gone over the top. See Module 12, Screen 1.4.

**Phase angle** The phase angle, $\delta$, of the oscillatory function $u(t) = A \cos(\omega_0 t + \delta)$ shifts the graph of $u(t)$ from the position of a standard cosine graph $u = \cos \omega t$ by the amount $\delta/\omega_0$. The phase angle may have either sign and must lie in the interval $-\pi/\omega_0 < \delta < \pi/\omega_0$.

**Phase plane** The phase plane, or state plane, is the $xy$-plane for the dependent variables $x$ and $y$ of the system

$$x' = F(x, y)$$

$$y' = G(x, y)$$
The trajectory, or orbit, of a solution

\[ x = x(t), \quad y = y(t) \]

of the system is drawn in this plane with \( t \) as a parameter. A graph of trajectories is called a phase portrait for the system.

The higher-dimensional analog is called phase space, or state space.

**Pitch** The pitch (frequency) of an oscillating function \( u(t) \) is the number of oscillations per unit of time \( t \).

**Poincaré** Henri Poincaré (1854–1912) was one of the last mathematicians to have a universal grasp of all branches of the subject. He was also a great popular writer on mathematics. Poincaré's books sold over a million copies. Poincaré's books sold over a million copies.

**Poincaré section** A Poincaré section of a second-order ODE \( x'' = f(x, x', t) \), where \( f \) has period \( T \) in \( t \), is a strobe picture of the \( xx' \)-phase plane that plots only the points of an orbit that occur at intervals separated by a period of \( T \) time units, i.e., the sequence of points

\[
P_0 = (x(0), x'(0)) \\
P_1 = (x(T), x'(T)) \\
\vdots \\
P_n = (x(nT), x'(nT)) \\
\vdots
\]

For further detail, see the second submodule of Module 12, Chaos and Control.

A Poincaré section is a two-dimensional discrete dynamical system. Another example of such a system is discussed in some detail in the third submodule of Module 13. These ideas can be extended to any system of ODEs and \( T \) can be any positive number.

**Population quadrant** In a two-species population model, the population quadrant of the phase plane is the one where both dependent variables are non-negative.

**Post-image** In a discrete dynamical system, a post-image of a set \( S_0 \) is the set of points, \( S_1 \), where the iterates of \( S_0 \) land in one step.

For a Poincaré section of an ODE, \( S_0 \) would be the set of points arriving at \( S_0 \) when the ODE is solved from \( S_0 \) over one time period of the Poincaré section. See submodule 3 of Module 12.

**Pre-image** In a discrete dynamical system, a pre-image of a set \( S_0 \) is the set of points, \( S_{-1} \), that iterate to \( S_0 \) in one step.

For a Poincaré section of an ODE, \( S_{-1} \) would be the set of points arriving at \( S_0 \) when the ODE is solved from \( S_{-1} \) over one time period of the Poincaré section. See submodule 3 of Module 12.

**Products** The products of a chemical reaction are the species produced by a reaction step. The end products are the species that remain after all of the reaction steps have ended.

**Proportional** Two quantities are proportional if their ratio is constant. Thus, the circumference, \( c \), of a circle is proportional to the diameter, because \( c/d = \pi \).

The basic linear differential equation

\[
dy/dt = ky, \quad k \text{ constant}
\]

represents a quantity \( y \) whose derivative is proportional to its value.

**Random** Random motion is the opposite of deterministic motion. In random motion, there is no way to predict the future state of a system from knowledge of the initial state. For example, if you get heads on the first toss of a coin, you cannot predict the outcome of the fifth toss.

**Rate constant** Example: The constant coefficients \( a, b, \) and \( c \) in the rate equation

\[
x'(t) = ax(t) - by(t) - cx^2(t)
\]

are often called rate constants.

**Rates of chemical reactions** The rate of a reaction step is the speed at which a product species is created or (equivalently) at which a reactant species is destroyed in the step.

**Reactant** A chemical reactant produces other chemicals in a reaction.

**Resonance** This phenomenon occurs when the amplitude of a solution of a forced second-order ODE becomes either unbounded (in an undamped ODE) or relatively large (in a damped ODE) after long enough times.

**Rotation system** As Lagrange discovered in the 18th century, the equations of motion governing a gyrating body are

\[
\omega_1' = (I_2 - I_3)\omega_2\omega_3/I_1 \\
\omega_2' = (I_1 - I_3)\omega_1\omega_3/I_2 \\
\omega_3' = (I_1 - I_2)\omega_1\omega_2/I_3
\]
where \( I_j \) is the principal moment of inertia, and \( \omega_j \) is the component of angular velocity about the \( j \)th body axis.

**Saddle** An equilibrium point of a planar autonomous ODE, or a fixed point of a discrete two-dimensional dynamical system, with the property that, in one direction (the unstable one), trajectories move away from it, while, in another direction (the stable one), trajectories move toward it.

At a saddle of an ODE, one eigenvalue of the associated linearization matrix must be real and positive, and at least one eigenvalue must be real and negative.

**Scaling** Before computing or plotting, variables are often scaled for convenience.

See also “Dimensionless variables.”

**Second-order systems** Second-order systems of the form \( z'' = Bz \) often arise in modeling mechanical structures with no damping, (and hence, no loss of energy). Here, \( z \) is an \( n \)-vector state variable, \( z' \) denotes \( d^2z/dt^2 \), and \( B \) is an \( n \times n \) matrix of real constants.

Although numerical solvers usually require that we introduce \( v = z' \) and enter the system of \( 2n \) first-order ODEs, \( z' = v, \ v' = Bz \), we can learn a lot about solutions directly from the eigenvalues and eigenvectors of the matrix \( B \).

See also “Normal modes and frequencies” and Screen 3.4 in Module 6.

**Sensitivity** An ODE model contains elements, such as initial data, environmental parameters, and functions, whose exact values are experimentally determined. The effect on the solution of the model ODEs when these factors are changed is called sensitivity.

**Sensitivity to initial conditions** A dynamical system has sensitive dependence on initial conditions if every pair of nearby points eventually gets mapped to points far apart.

**Separatrix** Separatrices are trajectories of a planar autonomous system that enter or leave an equilibrium point \( p \) with definite tangents as \( t \to \pm \infty \), and divide a neighborhood of \( p \) into distinct regions of quite different long-term trajectory behavior as \( t \) increases or decreases.

For more on separatrices see “Separatrices and Saddle Points” in Chapter 7.

**Sink** A sink is an equilibrium point of a system of ODEs, or a fixed point of a discrete dynamical system, with the property that all trajectories move toward the equilibrium.

If all eigenvalues of the associated linearization matrix at an equilibrium of a system of ODEs have negative real parts, then the equilibrium is a sink.

**Slope** The slope of a line segment in the \( xy \)-plane is given by the formula

\[
m = \frac{\text{change in } y}{\text{change in } x}
\]

The slope of a function \( y = f(x) \) at a point is the value of the derivative of the function at that point.

**Slope field** A slope field for the first-order ODE \( y' = f(t, y) \) is a collection of line segments whose slopes are determined by the value of \( f(t, y) \) on a grid of points in the \( ty \)-plane.

**Solution** A solution to a differential equation is any function which gives a true statement when plugged into the equation. Such a function is called a particular solution. Thus,

\[
y = t^2 - 2
\]

is a particular solution to the equation

\[
dy \over dt = 2t
\]

The set of all possible solutions to a differential equation is called the general solution. Thus,

\[
y = t^2 + C
\]

is the general solution to the equation

\[
dy \over dt = 2t
\]

**Source** A source is an equilibrium of a system of ODEs, or a fixed point of a discrete dynamical system, with the property that all trajectories move away from the equilibrium.

If all eigenvalues of the associated linearization matrix at an equilibrium of a system of ODEs have positive real parts, then the equilibrium is a source.

**Spiral equilibrium** An equilibrium point of a planar autonomous system of ODEs is a spiral point if all nearby orbits spiral toward it (or away from it) as time increases.

If the system is linear with the matrix of coefficients \( A \), then the equilibrium is a spiral sink if the eigenvalues of \( A \) are complex conjugates with negative real part, a spiral source if the real part is positive. This also holds at an equilibrium point of any nonlinear planar autonomous system, where \( A \) is the Jacobian matrix at the equilibrium.
Spring A Hooke’s law restoring force (proportional to displacement, \(x\), from equilibrium) and a viscous damping force (proportional to velocity, but oppositely directed) act on a body of mass \(m\) at the end of spring. By Newton’s second law,

\[
mx'' = -kx - bx'
\]

where \(k\) and \(b\) are the constants of proportionality.

Spring force The spring force is often assumed to obey Hooke’s law—the magnitude of the force in the spring is proportional to the magnitude of its displacement from equilibrium, and the force acts in the direction opposite to the displacement.

The proportionality constant, \(k\), is called the spring constant. A large value of \(k\) corresponds to a stiff spring.

Square wave An on-off function (also called a square wave) is a periodic function which has a constant nonzero value for a fraction of each period; otherwise, it has a value of 0. For example, \(y = \text{ASqWave}(t, 6, 2)\) is a square wave of amplitude \(A\) and period 6, which is “on” for the first 2 units of its period of 6 units, then is off the next 4 time units.

Stable An equilibrium point \(p^*\) of an autonomous system of ODEs is stable if trajectories that start near \(p^*\) stay near \(p^*\), as time advances. The equilibrium point \(p^* = 0\) of the linear system \(z' = Az\), where \(A\) is a matrix of real constants, is stable if all eigenvalues of \(A\) are negative or have negative real parts.

State space The phase plane, or state plane, is the \(xy\)-plane for the dependent variables \(x\) and \(y\) of the system

\[
\begin{align*}
x' &= F(x, y) \\
y' &= G(x, y)
\end{align*}
\]

The trajectory, or orbit, of a solution

\[
x = x(t), \quad y = y(t)
\]

of the system is drawn in this plane with \(t\) as a parameter. A graph of trajectories is called a phase portrait for the system.

The higher dimensional analog is called phase space, or state space.

State variables These are dependent variables whose values at a given time can be used with the modeling ODEs to determine the state of the system at any other time.

Steady state A steady state of a system of ODEs is an equilibrium position where no state variable changes with time. Sometimes only an attracting equilibrium point (or periodic solution) is called a steady state.

Surface A surface of a three-dimensional object is just its two-dimensional “skin,” and does not include the space or volume enclosed by the surface.

Taylor remainder For an \((n + 1)\)-times differentiable function \(u(t)\), the difference (or Taylor remainder)

\[
u(t) - [u(t_0) + hu'(t_0) + \cdots + \frac{1}{n!}h^n u^{(n)}(t_0)]
\]

can be written as

\[
\frac{1}{(n + 1)!} h^{n+1} u^{(n+1)}(c)
\]

for some \(c\) in the interval \([t_0, t_0 + h]\), a fact which gives useful estimates.

Taylor series expansion For an infinitely differentiable function \(u(t)\), the Taylor series expansion at \(t_0\) for \(u(t_0 + h)\) is

\[
u(t_0) + hu'(t_0) + \frac{1}{2} h^2 u''(t_0) + \cdots + \frac{1}{n!} h^n u^{(n)}(t_0) + \cdots
\]

Taylor series method Look at the IVP \(y' = f(t, y)\), \(y(t_0) = y_0\). For a step size \(h\), the three-term Taylor series method approximates the solution \(y(t)\) at \(t_{n+1} = t_n + h\), for \(n = 0, 1, 2, \ldots\), using the algorithm

\[
y_{n+1} = y_n + hf(t_n, y_n) + \frac{1}{2} h^2 f_t(t_n, y_n)
\]

Trace The trace of a square matrix is the sum of its diagonal entries. So

\[
\text{tr} \begin{bmatrix} a & b \\ c & d \end{bmatrix} = a + d
\]

Trace-determinant parabola The eigenvalues \(\lambda_1, \lambda_2\) of a \(2 \times 2\) matrix \(A\) are given by

\[
\lambda_1, \lambda_2 = \frac{\text{tr} A \pm \sqrt{\text{tr}^2 A - 4 \det A}}{2}
\]

The trace-determinant parabola, \(4 \det A = \text{tr}^2 A\), divides the \(\text{tr} A - \det A\) plane into the upper region where \(A\)’s eigenvalues are complex conjugates and the lower region where they are real. The two eigenvalues are real and equal on the parabola.

Trajectory A trajectory (or orbit, or path) is the parametric curve drawn in the \(xy\)-plane, called the phase plane or state plane, by \(x = x(t)\) and \(y = y(t)\) as \(t\) changes,
where \( x(t), y(t) \) is a solution of

\[
\begin{align*}
  x' &= F(x, y, t) \\
  y' &= G(x, y, t)
\end{align*}
\]

The trajectory shows how \( x(t) \) and \( y(t) \) play off against each other as time changes.

For a higher-dimensional system, the definition extends to parametric curves in higher-dimensional phase space or state space.

**Unstable** An equilibrium point \( p^* \) of an autonomous system of ODEs is unstable if it is not stable. That means there is a neighborhood \( N \) of \( p^* \) with the property that, starting inside each neighborhood \( M \) of \( p^* \), there is at least one trajectory that goes outside \( N \) as time advances.

**Vector** A vector is a directed quantity with length. In two dimensions, a vector can be written in terms of unit vectors \( \hat{i} \) and \( \hat{j} \), directed along the positive \( x \)- and \( y \)-axes.

**Viscous damping** A body moving through air (or some other medium) is slowed down by a resistive force that acts opposite to the body’s velocity, \( v \). In viscous damping (or viscous drag), the force is proportional to the velocity:

\[
\text{force} = -k v
\]

for some positive constant \( k \).

**Wada property** The Wada property, as described and illustrated on Screen 3.2 of Module 12 is the fact that:

Any point on the boundary of any one of the areas described on Screen 3.2 is also on the boundary of all the others.

The geometry/topology example constructed by Wada was the first to have this property; we can now show that the basins of attraction for our forced, damped pendulum ODE have the same property. See Module 12 and Chapter 12.

All we know about Wada is that a Japanese manuscript asserts that someone by that name is responsible for constructing this example, showing that for three areas in a plane, they can become so utterly tangled that every boundary point touches all three areas!